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MPRFACE

This is the secord of tbree volumes of Proceedivgs of the 198081 AFOSR-HTTH-

Stanford Conference on Complex Turbulent Plows: Comparison of Computvtion and Experi-

ment.

The Conference has three related goals:

1. To reach consensus in the reuearch community on trustworthy data sets

that can be used as input for modeling of turbulence in complex flows

and as the basis for standard "tritls" for checking output of computa-

tions.

2. rhe creation of a "data library" on magnetic tape. This library will

hold the data selected as trustworthy in, standard normalized form. The

data will be compiter-rcadabla and widely accessible at a moderate fee.

3. Comparison of the output of current methods of computation for turbulent

flows £zýr q set of "basic test cases" covering a broad range of flows.

The work of the first goal occupied the 1980 meeting of the Conference and is

reported in Volume I of these proceedings.

The work of the second goal ia. embodied in a magnetic tape. Description and

order forms can be obtained from

Complex Turbuler. Flows
SDept. Mechsancal.Eugineorng, Stanf".rd University

Stanford. CA 94305 USA

* The work of Lhe third goal occu •d -h 1981 meeting and iq reported in this and

the third volume of the Proceedings. in this volume the proceedings and discussions

of the 1981 weeting and taxonomies of methods and nunserics are presented along with

the discussions of the r-eting. A "Reader's Guide" (pp. xx below) suggests various

parts of this volume that are particularly useful for a variety of purposea. Volume

III will provide: (i) the compyehenalve results of the computation output; (ii) their

comparison with the experimental data; (iii) commentaries of Computor Groups on

experiences in performing the computations.

In each volutiz ac attespt is made to make the material complete by including

discussion of important questions, appropriate position papero, taxonomies, descrip

tion of procedures and criterip for Jelectins and Judgementp.

The gennral position papers including the Introduction are contained Ln Volume I

and are not repeated irn this volume. The diacusslons concerning methods, the report

of the Evaluation Coimittee, nnd opinions concerning future developments are contained

in this volume; see Table of Conteats and' Reader's Guidc.

A conclusion of the 1980--81 $otarford Conference is that the search for a "Uni-

versal Model of Tu•rbulence," which can provide answers of an engineering accuracy for

v4
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Swid raage of turbuleat howeneous ud shear flov is ptowture anud my remain

illusory. As diseudsed herein in an opinion by S.J. Kilne on "Univeraal or Zonal
Modeling,* the modela of turbulence for each flow cane need ecs reflect the physical
structure of that flow. When this approach ia followed, zonal models appear to have a
far greater chance of success than the approaches used as a foundation for the 1980-81 N
Stanford Conference. As a result, it is ths strong reco#endatito, of the Conference,
which can be gained from the report of the lva3.uat•on Commlttee and the opinion on
"Zonal ModelLng" by S.J. Kline referred to above, that the same data baee, using the
Lata Library, should be. used for a comparison with flow wadels on a flow-by-flow

basis. As far ar possible, these flow models ehou!.ei reflect to an apploprlate level

the actual turbulent flow structure present, and the sensitivity of the output should

be checked in terms of changes to the flow nodel vt8 chAnges in its descriptors. It

"was also a recommendation of the Organizing Committee that this further work should be

"the subject of a follow-on conference in the next few years; s'1ch a Conference Is

being actively planned. Questions concerning the follow-on conference should be

"addressed to Prof. G.M. Lilley. A

The editors will welcome notification concerning any errors in this or other 4
volumes. Such notices can be sent to any of the editors at the addresses listed.

S. J. Kline

B. JY. Cautwell•-E-----G. H. Lilley

July 1982
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PROGRAM 1981 MEETING ON COMPUTATION

THE 1910-81 AF0SR-HTTM-STANTORfl CONYERENCE ON COMPLEX TURBULENT ?LOWS:

COMPARISON OF COMPUTATION AND) RXPE)UHENT

8:30-8:45 INTRODUCTION-SJ. Kline*

SESSION 1 8t45-10:00 am, Monday, September 14, 1981

TAXONOMY OF M4ETHOD)S I

Chairman: P. Bradshaw
Technical Recorders: G. Deiwert, R#. Subbarso

8:45-9:05 (1) Overview of Taxonomy-J6 Ferziger/i.Bardina/G. Allen

9:05-9:25 (2) Integral Techniquos-J. Cousteix

9:25-10:00 (3) Velocity and Length Scales-K. uanjali6

10:00-10:30 COFFEE & REFRESOMENTS

SESSION 11 10:30-12:00 noon, Mon~day, September 14, 1981

TAXONOMY OF M{ETHIODS 11

Chairmant P. Bradshaw
Technical Recorders: F. Gessaer, A. Straw&

10:30-10:45 (1) Stress/Strain Relations in Differ~ential Methods-W. Rodi

10:45-11:00 (2) Turbulence Modeling in the Vicinity of a Wall-B. Launder

11:00-11:15 (3) Complex Strain Fields--F. Bradshaw

11:15-11:30 (4) Compressibility Effecto in Turbulence Modeling-M. Rubesin

11,30-12100 (5) Discussion on Taxonomy and Methods

12:00-2:00 LUNCH

SESSION 111 2!00-3:30 pm, Monday, September 14, 1981

INCOMPRESSIBLE MRE SHEAR FLOWS

Chairman: A. Ro9hko
Technuical Reporter: R. Chevray

Technical Recorders: L. Smits, S. Caruso

2:00-2-45 (1) Cases 0311, 0381, 0471 - Simple Strains
Cases 0331, 0382 -Extra Strains

2:45-3:30 (2) DISCUSSION'

3:30-4:00 REFRESHMENTS

SESSION IV 4:00-5:30 p~m, Monday, September 14, 1981

INCOMPRESSIBLE WALL-BOUNDED FLOWS I

Chair-man: P. Kiebanoff
Technical Reporter: R. Simpson

Technical Recorders: D. Driver, A. Cutler

4:00-4:45 (1) Cases 0141, 0211, 0261, 0612 -Boundary Layers
Cases 0142, 0143 -Diffusers

4:45-5:30 (2) DISCUSSION

*See Preface.
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SESSION V 8:30-10:00 am, Tuesday, September 15, 1901

INCOMPRESSIBLE WALL-RO•MMii FLOWS II

S- Chairman: B. NewAn
Teehi.cal Reporter: V. Na!gib

Technical Racorderea S. Ilonami, 3. simonich

8030-9,15 (1) Cases 0231, 0232, 0233 Curv^ed boundary Layers

Cases 0241, 0242, 0244 Suctior/Blovion

sCae 0263 = Wall Jet

9:15-10:00 (2) DISCUSSION

10-00-10:30 COFFEE & REFRESHMMNTS

SESSION VI 10:30-12:00 noon, Tuesday, September 15, 1981

HOMOGENEOUS FLOWS

7: ChairvAn: Rt. Bleck,-elder
Technical Reporter: J. Lumley

Technical Recorders: G. Settles, 0. Ota

10:30-11:15 (1) Cases 0371, 0372, 0373, 0374, 0375, 0376 - Homogeneoui
Flows

"11:15-12:00 (2) DISCUSSION

12:.00-2:00 LUNCH

SESSION Vi1 2:00-3:30 pm, Tuesday, September 15, 1981

T•AN SONIC FLOWS

Chairman: -P. Sockol
Technical Reporter: P, Kutler

Technical Recorders: H, Lasher, A. Ortega

4 2:00-2:45 (1) Cases 8601, 8621 - Simple Strains

Cases 8623, 8611, 8612, 8691 -Extra Strains

2:45-3:30 (2) DISCUSSION

3:30-4:00 REFRESHMENTS

SESSION VIII 4:00-5:30 pm, Tvsaday, September 15, 1981

SUPERSONIC FLOWS I

Chairman: H. Fernholz
Technical Reporter: D. Bushnell

Technical Recorders: J. Viegas, S. Kale

4*00-4:35 (1) Cases 8101, 8201, 8403, 8411, 8501, 8301 - Simple Strains

4:35-5:10 (2) DISCUSSION

5:10-5:20 (3) Relaminarizaticn--W. M. Kays - Case 0281

5:20-5:30 (4) DISCUSSION
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SESSION IX 8:30-10:00 em. Wednesday, September 16, 1981

MNUMERICS AND ADVANCED METHODS

Chai•mna W. Mllhaus
Technical Recorders: A. Leonard, P. Lowery

"8:30-9:10 (1) Comparison of Numeric, for Specified k-c Model--
B. Launder)

9:10-9:30 (2) Direct Simulation of Homogeneous Turbulence-R. Rogallo

S9&30-10&00 (3) Large-Scale Numericel Simulation of Wall-Sounded Turbulent
3) har FloWv-P. Moin and J. Kim

10:00-10030 COFEE & REPRESHNTS ,

SESS0• N X 10:30-12:00 noon, Wednesday, September 16, 19813

INCOMPRESSIBLE SEPARATED FLOWS

"Chairman: J. Johnston
Technical Recorders: R. Luxton, P. Eibeck

EXTERNAL FLOWS

"Technical Reporter: W. McCroskey

10:30-10:45 (1) Case 0441

10:45-10:55 (2) DISCUSSION

"ITBRNAL FLOWS

Techý:.al Reporter: J. Eaton

10:55-11:30 (3) Cases 0421, 0431, P2, P3, P4--Backward -Facing Step And
-3 Predictive Cases

11:30-12:00 (4) DISCUSSION

"12:00- 2:00 LUNCH
SESSION XI 2:00-3:30 pm, Wednesday, September 16, 1981

INCOMPRESSIBLE DUCT FLOWS

Chairman: B. Cantwell
Technical Reporter: J. Jones A

Technical Recorders: 0. McMillan, M. Lee

2:00-2:45 (1) Cases 0111, 0112, 0511, 0512, Pl--Internal Secondary Fl-wsa

2:45-3:30 (2) DISCUSSION

3:30-4:00 REFRESHMENTS

SESSION XII 4:00-5:10 p.m., Wednesday, September 16, 1981

SUPERSONIC FLOWS II

Chairman: D. Coles
Technical Reporter: J. Marvin

Technical Recorders: F. Pierce, R. Moser

4:00-4:45 (1) Cases 8631, 8632, 8651, 8661, 8663, 8671, 8641 - Ex*,a
Strains

4:45-5:30 (2) DISCUSSION
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1'ITURSDAY, SEPTEM"ER 17, 1981

"TOUR OF THE WINE COUNTRY
OR

FREE DAY

SESSION X11 8;30-10!00 am, Friday, September 18, 1981

REPORTS

Chairman! E. Reshotko
Technical Recorders: I. Castro, S. Pronchick

Session Reports III to XI1

10O00-10:30 COFFEE & REFRESIIIENTS

SESSION XIV 10:30-12:00 noon, Friday, September 18, 1981

Chairman: E. Reshotko
Technical Recorders: T. Simon, G. Allen

(1) Ad-Hoc Committee Reports

(2) User's Viewpoints-G. Sovran, E. Tjonneland

12tO-200 LUNCH

SESSION XV 2:00-3:30 pm, Friday, September 18, 1981

Chairman: G. Sovran
Technical Recorders: W. Felereisen, E. Adams

(1) Evaluation Committee Report-•H. W. Emmons

(2) Discunsion of Report

3:30-4:00 REFRESRMENTS

SESSION XVI 4:00-5:00 pm, Friday, September 18, 1981

Chairman: S. Bogdonoff
Technical Recorders: S. Birch, B. Afsharl, G. Lilley

Universal or Zonal Modeling--The Road Ahead

A Personal Opinion (S. J. Kline)

GENERAL OPEN DISCUSSION

D. Peschcke-Koedt Pauline Polen
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GZURAL NOMINCLATURK ¶

Symbol

osmer tiofl Meaning SI. Units
BETA (dp/dx) 6"/fw" •r

DEL 6995 Boundary-layer thickness to 0.995 U& m

DELS 6 Displacement thickness- -- U)dy a

5 2e

T En thickness - J.°
0 .e e e

e

CLTH A Clauser thickness f dy m

%; -3 °

EPSILON Dissipation function m2 sec
)6

THETA t Momantuu thicknesa b f ( - dm )d
9 Peve e

XNU u Kinematic viscosity 2.see 1

-O P Density kg i-"

TAU Shear stress Nm 2

PHIL OL Left-hand side of momentum integral equation
balance

.PRI $,O Right-hand side of Vomentum integral equation
balance

"CD CD Drag coefficient

CL CL Lift coefficient

CF Cf Skin-friction coefficient T +/(' pU2 ) -

CFE Cf Cf as reported by originator

CFLT Cf Cf according to Ludwieg-Tillmann formula -
CFPT Cf Measured using Preston tube

Ck C Pressure coefficient

SG Equilibrium shape factor =f PU( e 2 d(y/) -h
0O wu

H H Shape factor - */0 '

HS H o /-

KAY K (u2 + v2 + w2)

- k Turbulence kinetic energy (K/2)

LREF Lref Reference length m

XM M Mach number

xvii
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Symbol

Conven-ý
Computer tiodal Meanitg S.I. Units

IX F)I reS•f keference Mach number

P p Pressure N

.PR Pr Prandtl number

'4Pref Referecee pressure N ,,

P•U]. • )ri s our•e-ve]oeity covariance

qref Reference dynamic pressure N -

RE Re Reynolds number based on reference values
U trefRe . Uref L re 

"

vIref

RDELS R6* Reynolds number - /V

ROXUI T Density-veloc'ty covariance

RTHETA Re Reynolds number -Uee/v

ST St Stanton number

STh Str Strouhal number

- T Temperature

-t Time

+ 4 t 7/T
TENTH t Thermal energy thickneas s m

XS 8 Coordinate tangent to an arc m-

XN n Coordinate normal to an arc m

U U Mean streamvise velocity m see

V V Mean transverse velocity m see-

W w Mean spanwise velocity m sec'

UDEF - Defect velocity - (Ue - U)/U, m sec 1

UE U Velocity external to boundary layer m sec- 1

Ui U. Free-stream velocity m sec- 1

URUref Reference velocity m sec-1

US U, WL11 shear velocity - r sec7"
V V

UPLUS U+ U/U-

U2 2  Reynolds stress i
2 sec-2

V2 v Reynolds stress m2 sec-2

W2 2 Reynolds stress m2 sec" 2

V-

x'viii.'
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Symbol

Conven-
Cosputer tiofal Meaning S.i. Units

UIVI uv Reynolds shear stress a2 *ac 2

UIWl u Reynolds shear stress m2 2.

ViwI vv Reynolds shear stress m 2 sec 2

UnVa 'unvm Higher-order velicity covarianee

F Frequency (also cIk) sac-

X x Streasvise coordinate -

Y y Transverse coordinate m

Z z Spanwise coordinate m

X x or s Streamwise coordinate on curved surface m

Y y or n Direction normal to curved surface m

Z 2 Spanwise coordinate

YPUtS y yU/

2- 2•

i'"

.U _-.
•, ~Subscript "v" denotes gall value. ••:-

:' ~~Subscript "e" denotes conditiovs external to boundary layer. .'-

(x) 1 : U
U2-'

S U2 2

0x eo 0

xiX

.4.
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A kg"ER'S CMUIDF TO VOLUMES IX AND III

Volumes IX and XXI tog4.thar attempt to giv-e an overview of the state of the a-t.

in Computing Complex Turublent Plowus in 1981 using the data bmse t•tablithed f•r this

pu'tpoe in Volume I. The materials are intelded to be omplete in the sanne of

providing all elements necessary for understandipg thi state of the art. Th. u, 9

Voluhea II and III include: L

S(i) taxonomies that organize " flows, nmthods of modeling, ttumaretc--

(ii) comments by not-eomputora (the reporters) on results for each class

of flows;

(Mii) discussions carried through to closure and carefully edited (see

Discussion Procedures in Volume 1);

(iv) samples of recent high-level research computations that are cur-

rently beginning to provide information of aid to turbulence model-

(v) an overall evaluation of the state of tne art by a distinguiahed

" .- "committee of nine.,orkers in the field; .-

(vi) an opinion by the leading editor on the question of 'univerSality"

of turbulence models, -potential roads toward further progress, and

-• -. . discussioa thereof by others;

(vii) aU computer output compared with data, case by case;

.(viii) comments by the computor groups on experiences and problems;

-. (ix) several cross indexes to aid readers.

Since some of these documents are of an unusual kind and the materials are quite

extensive, it seems appropriate to provide some guidance to readers about the uses of

the two volumes.

The reader who wants a quick summary of the overall state of the art will prob-

ably want to read first the report of the Evaluation Committee (p. 979), and may also

want to read the OPINION on Universality of Modeling (p. 991) with its comments

(p. 999) and Closure (p. 1007).

The reader interested in what can be done for a particular class of flows will

probably want to look at the Reporter's remarks for the class closest to the applica-

tions of concern and to examine in detail the output for these classes in Volume III.

The reader will probably also want to read some Computors' comments on experiences and

problems in these flows (these can be found through the indexes in Volume III).

The reader interested in the underlying structure of the subject of Computational

Fluid Dynamics will probably want to look at the taxonomies of the methods and numer-

ice that have been used to date (p. 634) and may also want to read the INTRODUCTION in

xx
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Volume I, siite it Includesi a short history and An exploration of the tnatura of the

problem.

The reader interested In the range and accuracy of a given type of modeling can
track the output of models of a given type by first studying the taxonomic descriptora
(pi 641) and then turninj to the indexia in Vol. III to find what flows have been com--
puted by the givet method@s The sam& general prrcedure can be followed by a reader
interested in what can be dote currently in predicting a given class of flow.

The Indexes are formulated in three forms as follows:

I. Index by group number including Gomputor Coordinator and members
of Computor Group

2. index by methods

"3. Index by flow cases numerically
The reader can find furthtr useful information on the experimental data available

for eqch flow case from reference to the PICTORIAL SUMMARIES presented In Volumes I
ard III ii numerical order of "Flows", the plots presented in Volume I and by refer-
ence to the DATA LIBRARY on magnetic tape. Computer-readable tapes containing the

-Data Library can be ordered from i i

Complex Turbulent Flows
- " Dept. Mechanical Engineering

, .Stanford University, CA
U.S.A. 94305

N
'-

Volume I, p. 58, gives addresses at Stanford University and in Europe from which the
Data Tape can be ordered. As of September 1982 no copies of the Master Tape have
been released from Stanford University to other agencies. Copies of the Data Tape
should, therefore, in the first instance, be requested from the address given abo e.

xxi
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Chairman: P. Bradshaw

Technical Recorders: (I) Technical Recorders: (I1)

S. Deiwert F. Gessner
R. Subbarao A. Strawa

OVERVIEW OF TAXONOMY, MORPHOLOGY OF THE FLOWS AND
COMPUTATIONAL METHODS - J. H. Ferziger, J. Bardina,

and G. Allen

INTEGRAL TECHNIQUES - J. Cousteix

VELOCITY AND LENGTH SCALES IN TURBULENT FLOWS
A REVIEW OF APPROACHES - K. Hanjal6-

STRESS/STRAIN RELATIONS IN DIFFERENTIAL METHODS
FOR TURDUL-NT FLOWS - W. Rodi

TURBULENCE MODELING IN THE VICINITY OF A WALL B B. E. Launder

COMPLEX STRAIN FIELDS - P. Bradshaw

COMPRESSIBILITY EFFECTS ON TURHLILENCE MODELING M M. W. Rubesin

DISCUSSION ON TAXONOMY AND METHODS
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OVERVIEW O0 TAXONOMY:
. MORPHOLOGY OF THE FLOWS AND COMPUTATIONAL METHODS

J. H. Ferz ger, J. Bardina, and G. Allen
. Department of Mechanical Engineering , -

Stanford University, Stanford, CA 94305, U.S.A.
J.H. Fertiger J. Bardina

L. Introduction
Comparisons between the present conference and the well known 1968 conference

(Kline et al., 1968) and other meetings that have occurred in the interval are inevi-

table, The 1968 meeting was devoted to just one type of flow (boundary layers) and

computational methods were then in their infancy or, perhaps, early childhood.

Categorization of computational methods and models for turbulent flows was a new

issue, and the morphology paper ot that m. eting kReynolds, 1908) was critical to
setting the other presentations into context; the job was handled in an outstanding

fashioin and Reynolds' paper has beconme a standard reference.

In the thirteen-year interval since that meeting, there has been a continuing

effort on the morphology of turbulence models. The influence of this work has been so

strong that an author presenting a new method will normally describe, how the new

method relates to the established categories. The existence of an evolving morphology

has made it much casier for users of turbulence models to undeestand thn relatioftships

between the various methods and thus to make intelligent choices. This continuing

morphology work has made the task of the authors of this paper far simpler, Without

it, the job would have been nuarly impossible, and for it, we are indebted to individ-

uals too numerous to mention by name.

Thb- most difficult task we face ce-mes from the breadth of range oi flows that

challenge the computors in the current meeting. This breadth is itself a measure of

how far the field has come in the interval . The changes are so great that a new mor-

phology of the flows is required. This morphology will he reviewed in Section 2 of

this paper.

In any computation of a turbulent flow, two sets of approximations have to be

introduced. First, the nonlinearity of the equations and the enormous range of length

and time scales in turbulent flows demand that only some average Pet of quantities be
computed. The equations invariably contain averages of products, some or all of which

n'.ust be approximated by what we call a turbulence model in order to effect closure.

Second, the resulting set of equations has to be mathematicaliy approximried to permit

solution on a computer; this is the numerical method used In the calculation. A re-

lated issue is that only a finite geometrical region can be includek, in the calcula-

tion; boundary conditions are required to represent the interaction with the domain
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exterior to the region considered in the cr1culation. lhese boundary conditicns can

have a considerable effect on the results.

Turbulence models and numrical methods are usually considered independent pieces

of the total method. Certainly, within broad limits, one can solve any set of model

equations with any numerical method. However, when the agreement between computation

and experiment is less than the computor desires, it is difficult to deciee whether

the errors arise fvom the turbulence model or the numerical procedures. Assignment of

the blame is an issue that will occupy much of the discussion at this meeting and has

already occupied much of the attention of the Organizing Committee. There Ji no

totally satisfactory solution at the present time, and we strongly recommend a con-

tinuing effort directed at finding one. For purposes of morphology, we will deal with

turbulence modeling and numerical m.ethods separately, as tradition dictates, but the

difficulties should be kept in mind. The model morphology is given in Section 3 and -

is followed by the numerical method morphology in Section 4.

A further iscue concerns engineering applicetions of computation. For instance

in aeronautical applications only the lift, drag, side-force and moments are needed

for design. In orde.r to assure that these quantities are accurately calculated, it is

necessary to compute more detailed information. How much "excess baggage" has to be

carried in order tc assure that the recessary items are given to some required accu-

racy does not seem to have had as much attention as it deserves until now.

2. Flow- Mor phology

The classification scheme for the flows considered at this conference is shown in

Fig. 1. The classification is rased primarily on a series of binary subclassifica-

tions. Most of these are standard and well known. We shall comment only on the as-

pects that may be unfamilia. to some ,eaders, and shall consider them in the order 11.-

which they appear in the figure.

a. liomogeneous/!nhomogeneous: A homogeneous flow is one in which the

utatistical staze of the fluid is the same everywhere at a given time;

for purposes of this conference, the homogeneous flows are treated as a

single flow although there are aix cases. Inhomogeneous flows are all

others.

b. Compressible/Incompressible: Compressible flows are defined as those

in which M > .3 ,omewhere in the flow.

c. Free-Shear Flows/Wall-Buunded Flows: This is a well known distinction;

however it can beecre a little unclear in separated and reattaching

flows.

d. Simple Strains/Extra Strains: We have used Bradshaw's (1973) idea

that a simple flo,. is one In which there is simple shear (a velocity
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gradient in a direction normal to the principal streamline). An extra

6-• rate of strain is then any additional effect such an acceleration!/

deceleration, blowing/suction, turvature, rotation, etc.

e. Near Field/Par Field: This classification, which has been applied only

to free-shear flows in this conference, is the well-knovn distinction

between the early, transitional state of the flow and the later flow in

which an asymptotic (and, usually, self-similar) state is reached.
f, Attached/Separatedt This applies only to wall-bouneed flows.
B. Internal Flow/External Flow: Obviously, internal flows are a subcl~As

of wall-bounded flows.

h. In a few cases, in which there were a large number of flows, a further

division by flow type has been made.

"3. Turbulence Model Morphology

a. General

The primary classification of treating turbulent flows is given in Table I which

is an extension of a scheme presented by Kline et al. (3.978). The bulk of the submis-

sions to this conterence are at Levels 2 and 3 with Lavel 3 having the large majority.

-"No methods at Level I have been presented; only two entries at Level 4 have been

subwitted and Levels 5 and 6 are each represented by one state-of-the-art paper. The

terms used in Table 1 are probably familiar and will not be elaborated.

The bulk of the presentations are at Levels 2 and 3; hence further classification

schemes for these two levels were developed. Since it is impossible to anticipate

turbulence models that will be developed in the future, the morphology is designed to

cover only the methods presented. We hope that it is broad enough to contain models

which will be developed in the near future. The classification of each method is

given by an alphanumeric descriptor which denotes its principal properties. As only a

few integral methods were submitted, a two-character descriptor proved sufficient.

For the one-point closure schemes, a four-character descriptor was necessary. This

also allows discinction between Level 2 and 3 methods to be made very easily.

b. Integral equations

The morphology and symbols for integral methods is shown in Table 2. All of the

methods use the momentum integral. equation so there is no need for the morphology to

denote this fact. The further classification specifies what type of auxiliary equa-

tior is used and, in the case of entrainment methods, the type of entrainment correla-
tion employed and whether lag is utilized or not.

*No wall-bounded flows are described by this classification.
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r e. Lne-Pia"Ifl Closure Kehiods

- The morphology and symbols for .2a-_2oint closure methods are given in Table 3.

At thia level the methods are based on the time averaged Navier-Stoles equations. The

major Issue in modeling is the treatment of the Reynolds stresses that occur in these

equations, i.e., the closure approximation used. The first one (or two) symbols de-

note the approxication applied to the Reynolds stresses.

The simplest and oldest method is to assume the Rswolds stresses are propor-

tional. to the mean strain rate or velocity gradients. These methods are called BoUs-

sinesq (B) or eddy-viscosity models. The eddy viscosity can be prescribed in terms of

the mean velocity field or defined in terms of quantities derived from partial differ-

ential equations. By far the largest number of entries received employ the Boussinesq

model.

In algebraic models (A) the Reynolds stresses are fonnd by solving a system of

algebraic equations. The Reynolds stress is not proportional to the mean strain rate.

Partial differential equations may or may niot be required for various terms which

appear in the algebraic equations for the Reynolds stress.

In differential models (D) the Reynolds stresses are obtained by solving partial

, differential equation(s), but the number of equations solved is smaller than the

number of relevant Reynolds stresses.

* In Reynolds-stress models (KS) all or the equations for the relevant Reynolds

stresses are modeled. These models may employ extra differential equations for a

length scale or rate of dissipation.

*,4 In one-point closure models, the central two symbols of the four-character de-

scriptor denote which partial differential equations are used (these symbols hive

different significance for Reynolds-stress models). A wide variety of equations have

been used in the one-point closure models. The most popular single method is based on

the use of two partial differential equations.

The final character in the descriptor for one-point closures is related to the

* wall treatment. Many computora do not treat the viscous sublayer near the wall ex-

plicitly in their calculations. Instead, they place t'e first mesh point far enough

from the solid boundary so that it lies in the buffer or logarithmic region of the

"flow and use the law of the wall to provide a relationship between the wall shear

stress and the velocity at the first mesh point. Other computors compute to the wall

and use the exact ro-slip boundary condition. When computation is carried to the

wall, it is usually necessary to modify the turbulence model near the wall; typically

a damping factor is introduced into the eddy viscosity.

d. Two-Point Closure

Table 4 lists the two two-point closure models that have been submitted. These

models are based on spectral theories of turbulence and are just beginning to be
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investigated at the present time. In the entries at this meting they have been ap-

plied only to some of the simpler flowa. These methods appear to have considerable

promise for the futurej and may see exter.3ive development in the next ten years.

Pinallyl a review of large-ediy simulation is presented by P. Moin and a review

of recent work in full simulation of turbulence is presented by R. Rogallo.

4. Numerical Methods

The numerical method taxonomy in given in Table 5. The information has been

summarized in two c-ategories. The method used for discretzl4~n_ the equations is de-

fined by a four-character code and the method vued in solving the discretized equation

is represented by a five-character code. In principle, the results should depend only

on the discretizing method and not on the method used to solve the equations, but this

may not always be the case.

Unfortunately, one critical piece of information is missing from this taxonomy.
The numbc. and placement of grid points within the flow field can have enormous influ-

ence on the quality of the results produced. Since this feature is different for each

case done by a given method (indeed, an author may have used more Than one mesh

arrangement on a single case), it is impossible to represent it by the kind of sym-

bolic notation used in this morphology. This is a serious shortcoming and is a major

obstacle to trying to compare tht various methods objectively. To deal with this

difficulty, computor groups are asked to supply the number of grio points used (N X M)

for each flow as part of the work of the Conference. In addition, during the 1981

meeting, the computor groups were asked to provide information concerning location of

the grid points nearest the wall. Where available, i,.formation on these points is

included in the results of Volume III. See also comments in Appendix A below.

The discretizing method has been characterized as finite difference, finite vol-

ume or finite element. The distinctiens among these are not always clear. In most

cases, a regular grid is used. The staggered grid is used by some authors, mainly in

incompressible calculations, nearly always with a finite-volume type of method.

The treatment of the convective terms in nearly all of the methods is by central

or upward differencing; many programs use a hybrid of che two based on the cell "

'Reynolds number. Although the taxonomy does not display it, most of the programs use

second-order difference approximations; some of the upwind codes are first order.

Even fewer codes use methods of higher order than second. It is important that the

flow field produced by a numerical simulation globally conserve mass, momentum, and

energy. There is controversy about whether or not it is necessary to use a computa-

tional method which is explicitly conservative of these properties. Perhaps this

conference will shed some light on this issue.
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None of the flows in this conference contain boundary geometries of high complex-

ity; the baekward-facing step and so=@ of its variations and the two-dimensional air-

foils are the most difficult flows in this respect. The treatment of arbitrarily

shaped boundaries is a difficult issue; many new methods are still being developed.

The common procedures at present include: boundary-fitted coordinate systems (most .4

finite-element methods are of this type); transformation to a new coordinate system

such tl.at the computational domain becomes a rectangle; use of a Cartesian mesh with

irregular stars at the boundary. The use of boutdary-fitted coordinates is by far the

most popular method at this conference. Coordinate system transformations are a din-

tant second. Irregular stars are used in only one entry.

Next, we tturn to consideration of thýe solution methods. The first issue is over-

all strategy. Once-through methods can be used when the flow is treated as parabolic.

Parabolic methods have been applied to some nominally "elliptic" flows, Most other

methods for the elliptic flows use either relaxation techniques or some variation of

them. Some particular time-like relaxation methods are indicated by the taxonomy.

On everl iteration of a relaxation method each of the variables must be updated.
This can be done either simultaneously or sequentially; the fiecond character of the
solution detcriptor indicates which method is used. The two types of methods are

nearly equa..ly represented in the entries with the sequential apiroaLh seeming to be a

bit more popular.

iu compreesible-flow calculations, the pressure is either determined by a spe-
cific equation for it or, more commonly, from an equation of state and other variables

which are calculated explicitly. Thus, compressible codes have an "E" as the third
character of the solution descriptor. Incompreseible-flow codes, on the other hand,

must determine the pressur- from some kind of elliptic equation. This can be done by
solving a Poisson equation for the pressure (by a relaxation method) or by a more

direct iterative technique which drives the velocity diveroence to zero; both methods
are used with the Poisson equation having a slight edge in numbers.

The iteration method usually linearizes the equations at each step. The linear-

ized equations are then solved by an inner iteration technique. Some of the possibil-

ities for the latter are indicated by the fourth character of the solution taxonomy.

These are: point and line iteration, alternating direction implicit (ADI), and direct

solution. No point methods have been submitted, and the others are approximately

equally represented.

"Finally, the methods may use over- or under-relaxation. This is indicated by the

final character. Under-relaxation is the most common method.
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Classification of LMethods for Computi-n Turbulent Flows

Level Method

1 Correlations

I2 ntegrel Methods

3 One-Point Closures

4 Two-roint Closures
5 Large-Eddy Simulation

"6 Full Simulation

TABLE 2

Classification of Integral Methods

4.Energy Integral Equation EE

-'HMonent of Momentum Equation .oL

Shape ?actor . C oLgE
Lag HG

Entrainment
Correlation

• .•No Lag Sm

Shear Stress
-a SG

Examples

a. The method used by Whitfield (Group 12) is EE which means that an energy integral
equation is used.

b. A method uad.d by Ferziger (Group 45) is HN which denotes that it is an entrainment/
shape-factor method without lag.

TABLE 3

Classification of One-Point Closures

Treatment of ReYnclds Stresses

Boussinesq (eddy viscosity) B
Algebraic A

Differential V
Reynolds stress RS

Other 0

TABLE 3 cont.
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TAKE 3 (cont.)

ft Sub,-Classifieations for Classes B and A Above

Prescribed OP
Z from ODE OL

r k equation, t prescribed IK
k equation, k from ODE IL

t prescribed, w equation 1W
wTo-equation uodel!

k, c KE

?_.k, w• KU -

•,.CW k, t KL

.k , QE

iiv Sub-Claguifications for Class D Above

k, c, U7 W 4E

2 222 2E
k isUV, U , v , V 5

iv Sub-Classification for Clams RS Above
No additional PDE T

"Additional PDE for c E
. Additional ?DE for A L

v Special Effects

1. Treatment Near Solid Walls

SExplicit damping X
No slip

No explicit damping N
UEplicit damping

Law of the Wall

-C No explicit damping z

Not applicable (free shear flows only) C

Other 0

Examples

(a) The method used by Bailey (Group 50) is BOPX and therefore has:
B Boussinesq eddy viscosity

OP Prescribed values of the eddy viscosity
X No-slip damped-vall eddy viscosity

(b) The method used by Chow (Group 23) is AKEZ and therefore has:
A Algebraic treatment of Reynolds stress

KE Two-equation k,c solver for Reynolds stress
Z No special wall treatment

(c) The descriptor RS4E denotes
RS Reynolds-stress equation used for Reynolds stress
4E Four equations used involving k, c, uv, vW.

642

"e 

.



TABLE 4

Two-Point Closures

Direct Interaction Approxifation 2D1

Eddy Damped Quasi-Normal Hypotheois 2ED

TABLE 5

Numerical tethod Taxonomy

Discretizin_ Solving

Hethod e&ployed Strategy

R - finite difference--regular grid 0 once through (take precedence
S - staggered grid if others were checked)
V - finite volume-regular grid I - iterative, not time like
E - finite element B backward implicit

N - implicit Crank-Nicolson
Treatment of convective terms F - implicit, other (combination of the

above)
C - central differencing
U - upwind differencing Dependent variables
D - artificial diffusivity
H - hybrid (combination of any J - dependent variable solved for

of the above) simultaneously
Q - quadratic upwind K - dependent variable solved for
K - skew upwind separately

Conserved quantities Pressure determined by

- mass, momentum (and/or) energy Q - Poisson equation
N non-conservative or mass only C - corrective algorithm equivalent

Conserved to Poisson equation
E - equation of state

Treatment of difficult boundary
geometries Iteration method

X - asymmetcic "stars" at the boundary P - point substitution
B - boundary-fitted coordinate system L - line substitution

(may include others) M - matrix inversion
T -coordinate transformations A - ADI

Relaxation

R - over relax
U - under relax
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APPENDIX A

QUESTfONNAIRZ EMPLOYED TO COMPILE COMPUTATION METHODS AND NUMERICS

Co•ment

The material on morphology presented above was constructed iteratively by the

authors. An initial scheme was pre'ared from preprints and submitted to computorn.

Bsed on the computorm' comments an improved scheme was proposed as a questionnaire.

The questionnaire was circulated during the 1981 meeting, and the results uted to

describe each turbulence method and numerical scheme.

A copy of the questionnaire follows. Notice that the questionnaire includes

information of some types not covered in the morphology described above.

Group # Method Name ,.

TAXONOMY QUESTIONNAIRE

"Please check descriptions which apply to your program. If none of the
"categories fits your method, write a description in the place provided at the
bottom.

"Table A.l
Check appropriate level at left and go to table indicated at right.

"CLASSIFICATION OF METHODS FOR COMPUTING TURBULENT FLOWS

level Method

I Correlations
2 Integral Methods (Go to Table 2)

3 One-Point Closures (Go to Table 3)
4 Two-Point Closures (Go to Table 4)
5 Large Eddy Simulation

6 Full Simulation

Table A.2

CLASSIFICATION OF INTEGRAL METHODS

(Two-character descriptor; check one)
-4",

ergy Integral Equation EE

_• Moment of Momentum Equation ML

No Lag HN
Shape Factor.<§

<9 HG
Entrainment Correlation

No Lag SN _-
Shear Stress< oLgS

Lag SG

Other (describe)
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Table A.2

CGLAUSSIICATI4ON OV ONE-POINT CLOSURES

A. Treatment of Reynolds Stresses (check one and proceed to appropriate

section)

Bousainesq (eddy viscosity) B _ (Go to Seetion B)

Algebraic A (Go to Section R)

_ Differential D (Go to Section C)

Reynolds stress RS (Go to Section D)

Other 0
(Give as complete a description as possifT-

B. Sub-Classifictions for Cla.sen B, and A Above (check appropriate one

and proceed to Section E)

Prescribed 0

L from ODE 0

k equation, X prescribed 1K

k equation, L from ODE iL

t prescribed, lo 1Wi~~if ~two-equation model:.':,,

k, wLK

k 2 t, 

-

C. Subclassifications for Class D Above

k, •, u4E

C• , SE V•W-

2~~-2~225222 2 

,

k I, uv, u v2, w 5Q.

D. Classification for Reynolds Stress Models RS Above (check one and

proceed to Section E)

No additional PDE

Additional PDE for c F,

Additional PDE for L L
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1. Treatment Near Solid Walls

Explicit damping X __

N~o slip -<
No explicit damping N __

Explicit damping Y __

LAy Of the Wal~l(
No explicit damping Z

Not applicable (free shear flows only) C _

j Other (please describe) 0 _

2. Extra Rates of Strain

Are there extra terms (other than those derived directly from the

Navier-Stokes equations) that are designed to account for:I Curvature
Lateral divergence

Rotation

Roughness

Blowing

Suction

Pressure gradient

Other (please list)

Table A-4

TWO-POINT CLOSURES

Direct Interaction Approximation 2DI

Eddy Damped Qu.asi-Normsal Hypothesis 2ED
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Table A 5

WYMNEICAL METHOD TAXON014Y

As Overall Strateg&

Zonal (separate methods in different regions; matched
or patched) z

Global (single method for entire flow) "

Note. if zonal, we shall assume that you have a turbulent region and a poten-
tial flow region. If this is so, complete the remainder for each region,
carefully denoting the region to which the description applies.

B. POE T1pe

Parabolic (equations solved by marching in streamwvie

direction) P

Elliptic (iterative method required) E

Hyperbolic Y

Mixed (specify) M

C. Ty:e-of Discretization

Finite difference--regular grid R

Finite difference--staggered grid T

Finite volume--regular grid V

Finite volume--staggered grid S

Finite element L ,.

Hybrid H

Other (specify) 0

D. Differencing of Convective Terms

Central C

Upwind standard U

Upwind--skewed K

Rotated A

Explicit arLificial viscosity D

Hybrid (specify) H

Other (describe) 0

647
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E. Formal O of Aeuracy (tonveative teri_.

First 1

Second 2

Third 3
Fourth 4

,ixed (specify) H

Other (specify) 0

F. Formally Conserved Centities

Mass only Q
Ma•a and momentum

Mass, momentum, and kinetic energy J

Hass, momentum, and total energy W

Other (specify) 0

C. Treatment of Difficult Boundary Geometries

Asymmee'ric stars X

Boundary-fitted coordinates _,

coordinate transformations F
Non-applicable (simple geometry only) *

Other (specify) 0

Compressible C

Incompressible If

I. Strategy

Explicit, time-like X

Explicit, not time-like E

Implicit, time-like T

Implicit, not time-like H

Semi-implicit S

Other (specIfy) 0
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J. Tactics

Point lub~titution P
Line subititution L

Dire matrix i~version f
Split (ADI-like) A

IV K9THOD IS FOR COWRE.SSIBLE FLOWS, SKIP TO SECTION M.

K, Prjsjure Ineofprestble only)

Poisson equation Q __!_

krtificial compressibility F ____

Other form of pressure correction 0 __

L. Relaxation (Incompressible only)

Under-relaxation throughout

""t Over-relaxation throiughout R

Variable relaxatioa V

Other (specify) 0 _-'

M. General Questions -

Computer used

Approximate time per iteration per poinL.

N. Specifics

For each flow solved, -lease give:

Flow Number of Grid points in x and y directions
649
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I%1TEGrLAL TECHNIQLES

_",_ J. Cousteix
-Dpartement d 'A6rothermodynamique

04ERA/CEP.T
2. Avenue Edouard Belin

% 31055 Toulouse Cedex, France

:, INTRODUCTION

Among the variecv of calculation methods for turbulent flows, none is able to

give universal answers to the wide range of problems to be solved. Conceptually, the
solution of the Navier-Stokes equations should give the solution of all problems,

However, their use is not well adapted to practical situations, or even to physical

understanding of phenomena. Threfore, every calculation method deserves to be con-

sidered. One of the aims of this meetinE 18 to defin-e the approxdmate field of appli-

cation of various methods.

In addition,, for enginet.Ing calculations, the important features '.f a method are

its speed and ease of use for the required accuracy, Hence, it is not paradoxical to

observe that on one hand, people are trying to develop sophisticated methods such as

Slarge-eddy simulation, and at the saw-. timi others (or the same people) are working on

simple methods such as integral procedures. This is not a contradiction. On the

contrary, the simpler and the more soh!'isticated methods are complementary.

"N. Let us remark that the conclusions of the Evaluation Committee in the 1968 AFOSR-

"IFP-Stanford Conference specifically say that well-developed integral procedures for

boundary layers are just as accurate as differential methods. It i1. true that most

differential methods presentr.d in 1968 were in their first stages of development.

There is a tendency to assume, however, that differential methods are automatically

more accurate thuan Integral procedures, since differential procedures involve more

"cuiplex modeling and have more flexibility to compuLe different turbulent quantities.

What is sometimes forgotten is that the differential procedur,.s often demand as input

to the modeling data that are difficvlt to obtain, and hence scarce and often inaccu-

rate. The integral procedures, on the contrary, can be built on data that are easier

to obtain, far more abundant and often subject to smaller uncertainties. Hence a

degree of "fine tuning" in the modeling is possible in integral procedures that is

difficult to tmagine in differential procedures. It is true that this fine tuning

restrictr the range of application of any particular procedure. However, we must

remember t'hat the universality of procedures is definitely in doubt. If it turns

out .hat we must ultimately use various procedures for various classes of problems in
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order to achieve the requisite engineering accuracy, then this restriction of range

may be more illusory than real.C

Since the 1968 AOSR-IPP-.Stanford meeting (Kline et al., 1968), all the methods

have undergone modifications, impro-oments or extensions. This is true for turbulence

modeling as well as for integral techniques. It can eveh be said that integral meth-

ode have been improved thanks to the progress of turbulence modeling.

In the present paper, we shall try to show how authors have constructed various

integral techniques, and how some of them have connected these methods to the physics

of the phenomena, through turbulence modeling. In particular, it will be shown that

these methods have been extended and improved to take into account effects such as:

wall curvature, free-stream turbulence, compressibility effects. Some integral

methods are now able to treat three-dimensional boundary layers.

Another aspect of computational fluid dynamics has developed rather recently-

"the so-called viscous-inviscid interaction. This is a very important aspect for inte-

gral methods since they are readily included in an interaction process and give very

efficient procedures. Calculations of the flow around airfoils have been performed

for both incompressible and transonic flow using integral methods with excellent re-

cults.t

BASIC EQUATIONS

The applicability of integral methods, thc.gh restricted to thin shear layers

(wall boundary layers, wakes, ... ), is not limited to two-.imansionlsteady boundary-

"layers. Three-dimensional thin shear layers and unsteady forced flows can be computed

by integral procedures. However, such cases lie outside the scope of the meeting, and

hence these problems will not be discussed. Effects of compressibility and extra rate

of strain have been iL.cluded in some integral methods, but for the sake of clarity,

the basle ideas will be presented for incompressible flow.

The govnrning equations of an incompressible turbulent flow are the continuity

equation and the Navier-Stokes equations. When these equations are averaged and the

boundary-layer hypotheses are incorporated, one obtains

.... :al +x L 0( ). ,
"" ~~ ~ ~ a aUyU 1 ) • "au a

1,+ a 1 R , (v L •v (2)

o -a_.P (3)

( *lEd.: This remark is prescient; see discussion beginning on p. 990.]

"-- [Ell See discussion by Melnik, p. 806.]
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Theose simplified equations are somewhat restrictive because, for example, the

normal stress terms have been dropped, and the normal pressure gradient has been As-

sumed to be negligible. Such hypotheses are doubtful, tn particular near regions of

flow separation or for flows along curved walls. However, these effects, especially

the effects of curvature on turbulence, are known to be important, and are accounted

for in several integral methods.

The first problem that faces the developer of an integral method is the choice of

equations. This problem is not specific to these techniques, and is encountered in a

wider class of methods called methods of weighted residuals.

In ad integral method, the partial differential equations are not solved as such.

Instead simpler equations are obtained by multiplying Eqs. I and 2 by some function of

U or y, and integrating with respect to y.

Nearly all methods use the von Kfrmnn equation, which is the momentum equation

integrated between y o 0 (the wall) and y - 6 (the boundary-layer edge):

Cf dO 11+2 dUe(
-- . . e d-(4)

Starting with a given distribution of U., the early methods solved Eq. 4 by assuming

closure relatiouships for the skin-friction and the shape parameter.

A correlation for akin friction, such as the Ludwieg-Tillmann relation, hs.c been

often used:

0 (.246 R-0.268 10-0.678H~(5

It is more difficult to give a law for the she + parameter. Obviously, a con-

stant value of H is not correct. A relationship between I and the pressure gradient

does not work very well because the shape parameter does not respond quickly to

changes in the pressure gradient. To account for such history effects, most authors

use an additional equation which, though sometimes called an auxiliary equation, is as

important as the primary equation. Several options have been devised for this equa-

tion. The most obvious equation is the integrated form of the continuity equation:

V*
d6 - . .U ( 6) (6)

dx U U dx U
e e

This equation is often called the entrainment equation because it describes the rate

at which the outer fluid is entrained into the boundary layer. Physically, this pro-

cess is very important because it controls the growth of the boundary layer to a large

extent.

1'he entrainment parameter CE -dS/dx - Ve/Ue requires implicitly a certain

turbulence modeling. Michel et al. (1968) have shown that CE is related to the ratio
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(3T/3y)/(M,1/3y) at the edge of the boundary layer. To #how this, let m be the slope

of a line U/U6 constant. Along such a line, the momentum equation is

U yU t dx ~U Jy2
e e a e e e

¶if the boundary-layer edge (wehere U nUe) can be defined at a finite distance, 5,

then Eq. 7 can be written on the line y w 5, as

dx Ir __' k (8)
4 e

One of the most common objlections to using the enttrainment equation is that the

boutdary-layer thickness 5 is ill defined. Many authors prefer to use another addi-

tional equation. The mean energy integral equation is often employed. This is ob-

tained by Ifirst multiplying the momentum equation by U, and then integrating the

resulting equation to obtain

d (3*
ýu6 2D* (9)

dx e

wIhere
* D f4( au Wu

Y)Wdy
Although the mean kinetic energy equation and the von Warmn equation are derived

from the same equation, they are independent (because the intogrationt process leads to

a loss of information).

The shear-work integral (or dissipation integral) expresses the deformation work

of the Reynolds stress -puvý and of the viscous stress u(aU/ýy). The second term in

the integrand of D represents the viscous dissipation of mean energy and is positive

*definite, The first term is generally positive, and is therefore likely to decrease__

the mean energy. This term alao occurs in the turbulent kinetic energy equation (with

an opposite sign), where it is called the production term. Indeed, this term is re-

sponsible for exchange of energy between the mean flow and the fluctuating flow.

Other types of additional integral equations can be used in place of an entrain-

me-it equation or mean energy equation. They can be obtained by multiplying the momen-

twa equation by yn before integration (if n -1), the moment of momentum integral

equation is obtained). In this case, some turbulence model is required because such

equations involve an integral of the turbulent shear stress.

CLOSURE RELATIONSHIPS

The set of global equations formed, for example by the von KArmAn equation and

the entrainment equation, or by the von KOrmin equation and the mean energy integral

*equation, contains more unknowns than equations. Therefore, closure relationships are

needed.
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Three types of relationships can be considered;

i) relationships among integral thicknesses or shape parameters;

iii) entrainment equation, or dissipation integral, or some other shear-
stress integrali

integral Thicknesses

Several methods have been used to obtain relationships between integral thicknep.

sea. Felsch et al. (1968) have chosen a purely empirical approach. This is not the

easiest method, because it requires considerable knowledge of the basic parameters.

This technique also needs data in a fairly wide range of experimental conditions.

Felech et al. use an empirical relationship for the shape parameter H - /0, which

is assumed to be a function of the shape parameter H - S*/e alone.

A second way of specifying the closure relationships for integral thicknesses is

to model the mean velocity profiles. A classic representation of velocity profile is

the power law:

. (10)
e

-Nquation 10- is a rather crude representation. More elaborate models have b#-,a pro-

posed on the basis of a physical understanding of the boundary layer. These models

are derived from the decomposition of the boundary layer into an inner region and an

outer region, between which a logarithmic overlap region exists; this property is

certainly the key to the success of such representations. As noted by Kline et al.

(1969), all successful methods in the 1968 APOSR-IFP-Stanford Conference use one
"t wall-wake correlation" or equivalent information. This approach is supported by the

method of matched asymptotic solutions.

Let us recall that in the inner region, it is assumed that the velocity scale. on

the friction velocity U*- Ue(Cf/2)l/2 and that the velocity profile follows a uni-

versal law:

U+ f + u + Uu, (1)"

whereas in the outer region, the velocity defect lay is used:

U -U•'n r, (12) ;

Compatibility of the behavior of the velocity profile in the two regions leads to

a logarithmic form in the overlap region, which in terms of inner veriables is

U-.I. n n + C (13)
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ý.-where X end C0 are universal constants (for example, x 0.41, Ci * 5), and which in

term of outer variables is

,2U X in n

V-ý where C2 is a constant depending on the pressure gradient.
As noted above, the existence of a logarithmic region is a very important prop-

erty of turbulent boundary layers. Recent experiment@ tend to prove that the law of

the wall is even more tenacious than previously believed. The experiments of Pest and
Sawyer (1979) indicate that the law of the wall remains valid over a wide range of
pressure gracienta, whereas the experiments of Purtell &t al& (1981) show that the

constants Cj and X are independent of Reynolds number even at low Reynolds numbers
(R0 - 480) for a flat-plate boundary layer.

In terms of physical distances, the inner region is very thin (If the Reynolds

number is high enough). Therefore, a representation of the velocity defect law is

sufficient to calculate the integral thicknesses. One of the well-known representa-
tions has been proposed by Coles (1956). This is based on Eqs. 12 aud 14 as

P1n nV -E( 2 w( n) (15)xox

The wake function, w, canbe approximated byP .. •-I - cos(wn) (16)

and B is a constant for equilibrium layers, but varies in non-equilibrium situations.

The form of function w does not give zero slope at the edge of the boundary

layer. Hence, other formulae have been proposed in order to insure that (aU/ay) - 0
at y- t. For this, an additional function must be introduced for representing the

law of the wake (see, for example, Meter, 1976). .4
Other analytical forms have been proposed to represent the velocity profiles. A

rather sophisticated formulation has been given by Whitfield (1980), which in valid

over the whole thickness of the boundary layer. The representation is the sum of two
transcendental functions, one expressed in terms of the inner variable y+, and the
other in terms of an outer variauble y/8. The resulting formulae can be used for com-
puting attached and separated boundary-layer velocity profiles as well. In this
representation, the velocity profiles depend on three parameters: the skin-friction

coefficient, the Reynolds number based on the momentum thickness and the shape parame-

ter. Nevertheless, in the method proposed by Whitfield, only two parameters are kept
independent because a skin-friction law of the form Cf - Cf(RHR 0 ) to used. Figure 1

shows che ability of the Whitfield profiles to represent a great variety of experi-

mental velocity profiles.
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Finallyl a third method consists of analyzing the properties of a family of self-

similar solutions (equilibrium boundary layers). Such solutions have been studied by

Mellor and dibson (1963). Later, Michel et al. (1968) used them in a systematic way

to develop an integral method. These methods use the idea that any such relationships

between certain integral thicknesses are more applicable in equilibrium boundary lay-

era.

The principle of these solutions is to assume that for equilibrium flows the

, velocity-defect profiles are a function of n alone, and not of n and x. This allows

the partial differential equations to be transformed into ordinary differential equa-

tiomns. In addition, the assumption of high Reynolds number lead8 one to consider the

* skin friction as a stll parameter. The momentum equatio- 'ten becomes

,: -- 1- -- + P n F' (17)

where

F' ((ue-U)/U*

P(n) - f" F'(ý) d
0

P + 2B /F(1)

6 dU.

U dx

If a turbulence model is provided (Michel at al. (1968) used a mixing-length model),

Sq. 17 can be solved for a given value of the pressure gradient parameter B. This

produces a one-parameter family of velocity profiles which can be used .-n an integral

method.

Instead of characterizing each velocity profile by the value of the pressure-

*, gradient parameter, Michel et al. preferred to use the Clauser shape parameter G de-

fined as
f F,2 dn

G , (18)

*In this method, it is assumed that even for non-equilibrium boundary layers, a

velocity-defect profile can be characterized by the value of its Clauser parameter.

In other words, it is assumed that for a given value of G, a velocity-defect profile
.5I: has the some form in equilibrium or non-equilibrium flows,.i

From the definitions of G and F(l), a relationship for H (6-6")/I is de-
duced :..'

d(l) H - 1 (19)

where F(l) can be determined as a function of G from the solution of Eq. 17.
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Yet another way of obtaining closure relationships is to analyze the properties

of results obtained from a numerical solution of the partial differential equations.

If a turbulence model im sufficiently accurate, it could be used to gendirase solutions

for certain flows, in equilibrium or not, and their properties could be introduced in

integral mthods. This approach does not seem to have been investigated thoroughly.

"Skin-Priction Law

The skit-friction law is obtained either empirically or deduced from the

velocity-profiles representation. The most famous empirical skin-friction law Is due

to Ludwieg-Tillmann (Eq. 5). This law is valid for a wide range of attached boundary

layers. Alternative forms of this law have also been proposed. For example, Felach

et al. (1968) use

Cf -0.058 R-0.268 (0.93 1.95 log H)1.705 (20)

(09 10

which gives Cf - 0 for H - 3. Many other laws are available (i.e., Green et al.,

1972; Whitfield et al., 1980).

Another approach for obtaining a skin-fr..etion law is to employ a velocity-

profile representation. Prom definition, the skin friction should be deduced from the

elope of the velocity profiles at the wall. This procedure, however, needs a very

accurate representation. In addition, most of the models assume a universal form near

the wall U+ - f(y+) which reduces to U+ - y+ at the wall; this is an identity

which cannot give the skin friction. Instead, the skin friction is derived from the

overlap between the law of the wall and the velocity-defect law. Compatibility of

Eqs. 14 and 13 leads to:

(Lf)-l/2 In /2+ C 4e (21) K7

2x ) 2 1 2

The constant C2 can be specified as a function of some shape parameter if the law

of the wake is known. For example, Goles' law of the wake gives C2 - 2B/X (Eq. 15

with n + 0), and B can be related to 6*/6 by integrating Eq. 15 between r 0 and

n :
:' •*~Cf -1/2 "

6f-' , 1. + (22)
"X x

Substitution of Eq. 22 into Eq. 21 gives an implicit equation for the skin fric-

tion:

()-/2 R + + n 1 i cf f + 2* C -1/2 (23)

with C1 = 5 and X - 0.41.
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In Eq. 23, 6/I8 can be related to the classic shape parameter H by using Coleas'

velocity profile (Eq. 15). An analytical representation has been proposed in Bardina

at al. (1981):

(C /2) (CC/2)/ 2__f f 68 A

In fact, Eqs. 23 and 24 constitute a skin-friction law of the form C- Cf(RO,).

A similar approach has been used by Michel et el. (1968). Instead of using

Coles' velocity profile, they use the solution of the self-similarity equation

(Eq. 17).

A comparison between Ludwleg-Tillmann law and the law resulting from Eqs. 23 and
i4

24 is shown in Fig. 2 for Ro - 10 . The two laws give nearly the same results, ex-

cept that Ludwieg-Tillmann law indicates a zero skin friction when H tend3 to infin-

ity, whereas the other law gives Cf 0 when HI 4.

In rig. 3, Ludwieg-Tillmann law is compared with all skin-friction values avail-

able in Vol. II of the 1968 AFOSR-IFP-Stanford Conference. These values have been

evaluated by using the Clauser plot technique. Th6 least that can be said is that the

correlation is very good. The fey erratic points irdicated S5 and S6 cnne from the

Stratford cxperiments, and correspond to velocity profiles fýr which the standard ."V

Of the wall is not valid at all. The other points which are not correlated with the

Ludvieg-Tillmann kw correspond generally to low Reynoldse umbers and high value. of

H. In these cases, it is suspected that transition has nnt been completed. A number

of other Akin-friction laws have been proposed. The refinements which have been car-

*. ried out lead to a scatter less than that observed for the Ludwieg-Tilluann law (see,

*• for example, Lyrio et al., 1981)

To conclude, it appears that a consensus has been reached for the skin-friction

law. If efforts have to be made for improving integral methods, they do not concern

"the skin-friction law, except perhapq at low Reynold@ number.

Entrainment, Dissipation Functions, History Effects

From definition, the dissipation function involves the evaluation of a ,near-

stress integral. Prom Eq. 8, the entrainment function is related to the behavior of

the shear stress near the boundary-layer edge. Hence, these functions imply, implic-

itly or explicitly, the use of a turbulence model.

For example, in the method proposed by Whitfield (1980), the shear-work integral

is calculated by dividing the boundary layer into three regions. In the inner part,

* the total shear stress is assumed to be constant and equal to its value at the wall; %

in the middle region, the turbulent shear stress is calculated by means of a mixing-

length formula; and in the outer region, a conatant-eddy viscosity of the form
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suggested by Clauser is used:

,_T 0.0168 6 Ue (25)

In many methods, the entrainment coefficient or the dissipation integral D.

are estimated with reference to equilibrium boundary layers, For such boundary lay-

era, the x-dependence is eliminated, so the integral equations give algebraic rela-

tionships between CS or D and the boundary-layer characteristics. This process has

been used by Michel at al& (1968) and by Green et al. (1972) to get an expression for

* -i the entrainment coefficient.

"In certain circumstances, history effects can be very important, for example in

flows which have first increasing and then decreasing positive pressure gradient.

Such flows are rather difficult to calculate (whereas flows with positive and always

increasing pressure gradients are easier).

It has been argued that the flow near the wall adjusts very rapidly to changes in

some par&meter, for example the pressure gradient (see Tani, 1968). On the other

N hand, the outer layer, which is dominated by large eddies, has a large inertia, and

does not respond instantaneously to external variations. This physical idea led some

investigators to the use of a lag-equation for calculating the entrainment coefficient

or the dissipation integral. This has been done by Pelich et al. (1968), who derived

an empirical relationship for D which takes into account the effects of history and

of non-equilibrium.

These effects are introduced in the relationships connecting the Clauser parame-

ter C and a pressure gradient parameter B:

dU4• * d.411
""- 2 1 • ,e_

Cf U dx

J, For a given equilibrium boundary layer, each of these parameters is constant. Hence,

for equilibrium boundary layers an equilibrium locus (a curve G(8)) can be drawn. In

non-equilibrium flows, the representative point G(O) is generally not ov the equilib-

rium locus. This difference is used to characterize the deviation from equilibrium.

"To model these effects, Green et rl. have used as guidelines the kinetic-energy

equation, as modeled by Bradshaw and Ferries (1968), from which they inferred a lag-

.- entrainment equation. Essentially, the effects of history are included through the

difference between the actual pressure gradient and a fictitious equilibrium pressure

gradient, which would give the same boundary-layer characteristics.

"The use of a lag equation introduces problems in specifying initial conditions

if a calculation is started in a zone deviating considerably from equilibrium.

Nevertheless, this should not be a serious problem because the situation is very rare

in practice.
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Extensions-Extra late of Stro.in

On of the major philosophical differences between an integral method and a field

method is that the former starts with a simple situation and tri6e to go to More corn•-

plicated ones, whereas the latter is devised to deal with the more complex situations,

and should work for the simpler ones. in fact, as discussed in the Introduction, this

is not automatically true, and it is often observed that turbulence models need

modifications to treat complex flows.

Several integral methods have been extended to calculate compressible flows with

or without wall heat flux, and to calculate three-dimensional boundary layers. In

addition, some of the extra rates of strain listed by Bradshaw (1973) have been incor-..

porated in integral methods; in particular, the strong effects of wall curvature have 4

been taken into account. The effects of free-stream turbulence have also been in- --

eluded.

Many of the integral methods are able to represent compressibility effects, at

least for flows over adiabatic walls. For example, in the method dOeveloped by

'Whitfield et al. (1980), it is assumed that the velocity profiles can be described by

the same representation as in incompressible flow. This means that the velocity pro-'•

files are characterized by incompressible integral thicknesses, and corresponding

compressible integral thicknesses are obtained by using a relation between velocity

and temperature. The compressible sk4n friction is related to the incompressible skin

friction coefficient, and this has been done by Winter•-Gaudet (1970). This latter
.4_

coefficient is calculated by using on incompressible formula.

* Ia the method proposed by Cousteix et al. (see for example Cousteix, 1981), the

effects uf compressibility, three-dimensionality, wall curvature, and free-stream

turbulence have been taken into account in a systematic way using the properties of .

self-similar solutions. Generally, the self-similarity is only approximate in the

sense thai all the parameters which must be constant to achieve rigorous self-

oimilarity, are not completely constant. Nevertheless, these solutions are very

useful in understanding the role of the principal parameters on the development of the

boundary layer.

These solutions allow calculation of families of velocity (and enthalpy) pro-

files, the properties of which are used to form the closure relationships needed for

the solution of global equations. To calculate these self-similar solutions, a

mixing-length model is used; this scheme has been adapted to determine the effects of

wall curvature and free-stream turbulence.

Often the effects of extra rate of strain can be incorporated by modifying the

entrainment function or the dissipation integral. This is the case, for example, when

dealing with wall-curvature effects. A first approximation consists of assuming that

the velocity profiles can be represented by flat-wall velocity profiles. For this, it
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is convenient to consider a velocity defect (Up- U) Whete Up is a boundary-layer

potential velocity, defined As the extension of the external flow velocity within the

boundary layer.

Indeed the main affeeta of waill curvature, at least in the case of convex walls,

lie in the outer region of the boundary layer which affects the entrainment process

and also the shear-stress diatribution, it thus also affects the shear-work integral.

These properties are corroborated by the self-similar solutions developed by Couateix

and Houdeville (1977). 'he entrainment coefficient was accordingly modified in their

method. The skin-friction law is only slightly affected by the curvature. Figure 4.

shows the variations of the entrainment coefficient which decreases with positive

curvature (convex wall). Hence, the boundary layer extracts less energy from the

external flow, and the general level of boundary-layer turbulence decreases; conse-

"* quently the boundary layer becomes more sensitive to pressure gradients.

In the method of Creen et al. (1972), the effects of wall curvature or of other

extra rates of strain have been included by modifying the entrainment coefficient.

The eifects of. these parameters have been derived through a modification of the dissi-

pation length in the turbulent kiaetic-energy equation, which affects the lag entrain-

ment equation. Indeed, one of the main virtues of this procedure is the use of the

turbulent kinetic-energy equation. It provides a guide to the modifications of turbu-

lence structure which affect the entrainment coefficient. It should be remembered,

however, that modifications of the dissipation length must be introduced in much the

same way as the mixing-length model is modified by Cousteix and Houdeville (1977). In

any case, this procedure certainly has advantages compared to a fully empirical

approach.

Let us note that the same improvements can be introduced in the shear-work inte-

gral. In fact, it seems that the effects of extra rates of strain can be incorporated

at least cost, by evaluating this integral by means of a flat-wall velocity-profile

family and a modified turbulence model.

The effects of free-stream turbulence can be represented by a variation of the

entrainment coefficient, which increases with the level of turbulence (Fig. 5). In

fact, the level of turbulence is not the only parameter: the length scale of free- '2

stream turbulence should also be taken into account. In the analysis proposed by

Arnal et al. (1976), this length scale is implicitly assumed to be on the order of the

boundary-layer thickness.

However, as discussed by Bradshaw (1980), it is very difficult to dissociate the

effects of intensity and of length scale experiaentally, because there ic a strong

tendency for intensity and length scale to vary together. In the usual ratuge of

experimental conditions, the length scale of free-stream turbulence is often on the

order of the boundary-layer thickness (Cousteix, 1981).
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As a first approximation, the skin-friction law is not significantly altered by

the effects of free-stream turbulence. Figures 6 and 7 show a compir.'sov of a classic

skin-friction law Cf Cf(R0e,H), with experimental data obtained it. the case of a

boundary layer perturbed by free-stream turbulence. The correlation is satisfactory, ,
2)1/2

even hen the intensity of free-stream turbulence is as large as (u ) /U 6,5%
(Charnay at al., 1971)i At very high levels of free-stream turbulence (above 20% or

So , Liaei et al. (1960) have shown that there is some effect on the skia--'riction

law. However , this work was not completed and the uncertainties are a bit hlgh•

A last extension of integral methods should be metitioned for the calculation of

wakes; this has been done, for example, by Green et al. (1972). Often, the hypotheses

are rather crude, especially in the vicinity of the trailing edge; the effects of

asymmetry are often represented in an approximate manner. These methods are very

useful because airfoil calculations are more and more taking into account the effects ."
"of wakes. A method of wake calculation has also been extended to three-dimensional

wakes (Cousteix et al., internal report).

Use of Integral Methods in Viscous-1tviscid Interaction Techniques

An important field of applications of integral methods lies in their use in

viscous-inviscid interaction techniques. Several reasons can be given for such a

choice. First, when an iteration process is involved, appreciable time can be gained

compared to the use of a field method. Moreover, it should be remembered that, when

designing for example an airfoil, a great number of calculations are performed.

Second, the numerical techniques for integral wethods are significantly simpler than

those for field methods; this can be an advantage when a boundary-layer calculation is

c part of a very complex numerical technique.

f-rIn any case, even if the ultimate goal is the use of a field method with a

sophisticated turbulence model, the use of an integral method cai-4 be justified as a

first step to elaborate the interaction technique and as a useful tool for the simpler

cases. When the flow is really complex, the validity of interaction techniques can be
questioned. At a certain level of sophistication of the approximation, it may be more

reasonable to solve the full time-averaged Navl r-Stokes equations.

The simplest viscous-inviscid interaction techniques consist of dissociating the

viscous- and inviscid-flows calculations, Strictly speaking, the weak interaction

involves an inviscid-flow calculation which gives the external conditions for the

shear-flow calculation; the inviscid flow in then calculated again by using the con-
cepts of displacement surface or wall transpiration. In the former case, a slip con-

dition is applied along the body surface altered by the displacement thickness. In

the latter case, the matching condition is applied at the wall where a normal velocity

is prescribed as a boundary condition for the inviscid flow. This normal velocity is
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d(U SA)
V e (26):,• ..... w dx •!

In both ceases an integral nothod can be used to give the lnvlscid~flow boundary

conditiono Sometimes, this technique needs imrovements because the interaction is

not really weak. Then, an iterative process is used. This is encountered when the

boundary layer b•comes relatively thick and, therefort, more sensitt.ve to presaore

gradient#. The iterative process can then be unstable or very difficult to stabilize.

When separation occurs, additional problems arise. First, the equations becoue

elliptic, hence disturbances are propagated upstream by the reverse flow and down-

stream by the sain flow. Second, the roles of the viscous and inviscid flows are

* inverted in the sense that the preae-ve gradient is controlled by the boundery layer

(a amall change of pressure gradient corresponds to a 2arge change of the displacement

thickness). In addition, a mathemAtical problem can arise in such regionn or inte-

- gral metho.'s as weil as for partial differential equations.

To show this, let us consider an integral method based on the von Klrm~n equa-

* tion, and on the entrainment equation. The system to be solved is:

C dU

dx 2 U dx
e

* dU
d (6 - L6 )e (28)

ea-

*1
Let us assume that H (6-6 )/O is a f-tuction of P alone (as this is done in

the Gree" et al. method). Then Eqs. 27 and 28 become

Cfd
d8 f R + 2 ed-x e U" TX-• (29) '

e

dHe d6 H** 1d 8( - 6 e
- + d- - d CE - U (30)

vhich is A system of two equations fir two unknowns d6 /dx and dO/dx.

This system can be solved, except when the determinant of the system is zero.

* Generally, this is encountered at a point H = Hc defined by the condition

di /dE - 0. Then, the system is either impossible or indeterminate. In practice,

the latter possibility is most improbable because the velocity distribution must be
such that

* du Cf dU
. - 6 - e) +f2_E_ (31)

e Ue dx

"" which is rarely encountered if the velocity distribution is prescribed.

Hence, the system is generally impossible in the sense that it leads to an infi-

nite value of d6 /dx. Moreover, a study of the nature of the equations in unsteady
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flow clearly shows that when P becomes greater than H., the information is propagated

" both upstream and downstream. Therefore, it seems logical to associate the singular

point with the poir.t where the time-averaled skin friation is iero or Cf a 0 . This

allows the system to be o.lliptic when the skin friction is negative. Hrwvver, the

beginning of downstream influence on the upstream is not defined by the point

Cf i 0 Indeed, upstream of the point Of- 0, the flow goes forward a certain

fraction of the time. Therefore, as discui.sed by Kline et al. (19 81a), the

singularities should be associated with a point of incipient downstream to upstream

influence, rather than with the point of full detachment defined by Cf 0.

Let us note that in an integral method working with the mean-energy equation and

the von Wain equation, the same problem can be encountered when d1! /dH - 0.

Related to this mathematical singularity, there is a numerical difficulty. A r

small change in come parameter near the poi-t H - H_ leads to large changes in the

solution. It is well known that the solutio in very sensitive to pressure gradient

for example, but also the numerical method can strongly affect the results.

In several integral methods, this problem is ap.arently removed because the sin-

gularity does not occur in the range 1 < H < - (Fig. 8). In fact, in all the eases,

the slope dH E/dH (or dli*/dH) becomes very small when the "hape parameter H increases,

and numerical problems arise. When H becomes large, say 3 or 4, the slope dH,'dx be-

comes very large if not infinite. Therafore, in practice, the problem is not avoided.

In this situation, a strong interaction with the inviscid flou. is needed. This

doee not necessarily mean that the boundary-layer equations are no longer valid, but

it does imply that rigorous mathematical and numerical compatibility of the boundary

conditions applied to the viscous and inviscld flows is required (Le Balleur, 1980).

Nevertheless, the concepts of displacement surface or of wall transpiration can still r. -

be used. Improvements can be incorporated in the calculation of the visLcus flow by

using equations for the difference between the velocity and an inviscid velocity,

defined within the boundary layer (Le Balleur, 1980).

These techniques of strong interaction require an inverse procedure for solving

the boundary-layer equations. In this case, the external velocity is no longer pre-

scribed for the boundary-layer set of equations: Ue becomes an unknown of this

system. The prescription cf Ue is replaced by the couplint equation. This is equiva-

lent to saying that tha displacement thickness (or the wall transpiration) are pre-

scribed data for the boundary-layer problem.

It car eascily be checked that the system of equations in the inverse mode is not

singular when H -Hc. Also, the numerical difficulties in the neighborhood of this

point, or when dH 1dMH (or dH /dH) becomes small, are avoided.

Incidentally, this inverse mode sometimes is called the design mode because it is

used for des'gning L body shape with an optimization condition. In this case, the
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boundary-layer equations give the external velocity dibttribution. and the body shape

t-sul's from an inverse inviacid-flow calculation.

Several techniques of strong interactions using integral methods have been devel-

oped, and have been used for this meeting. In the method developed by Le Balleur

i (90)i special care has been taken in the relaxation-type iterative procedure. In

"%I particular, the relaxation coefficients are calculated. This gives a great robuctness

to the method and leads to tine saving, In addition, a speclel tteartent for strong

interaction has been eliborated in the r,tghborhood of shock waves, which is very

important for transonic airfoils calculations.

Melrik (1980) hsa also worked on strong interaction with an integral method

(Green et al., 1972), but in this case a special emphasis has been placed on the

trailinag edge scrong ir-.vaction, which is treated in an eltborate manner.

The method developed by Moses et al. (1978) is based on the simultaneous solution

of the tiviscid flow and the boun'ary layere using succe.sive line relaxation. The

boundary layer is calcul t.ed with an integral technique using the momentum and

kinetic-energy iuntagral equations* Simple correlations based on the logarithmic

velocity profiles are used for the skin friction, the energy-dissioation intew"tl, arA

.' - the shape parameter H*. These correlations are extended to include approximations for

separated flow, which result in the limiting case of a iree-shear layer. The essen-

tial fe,.ture of the method is the simultaneous solution of the inviscid flow and the
boundary layers, allowing to make stable calculations with separated regions.

"CONCLUSION
."2 The integral methods for calculating boundary layers were first designed for hand

calculations, and very crude approximations were therefore usually introduced. Since

that time, these methods have been substantially improved. The 1968 AFOSR-IFP-Stan-

ford Conference demonstrated that a large number of practical situations can be com-

puted with these techniques. Essentially, the test cases of the 1968 Conference dealt

with the effects of pressure gradients. Since then, the methods have been imoroved by

including the effects of history, compressibility, three-dimensionality, extra rates

of strain, wall curvature, etc.

"i Undoubtedly, refinements in integral methods are still needed. However, paths

are open for taking these effects into account. It seems therefore that these methods

are well adapted to calculate a wide variety of boundary-layer flows. Over the last

few years, an important effort has been devcted to developing sophisticated viscous-

inviscid interaction techniques; in these techniques i!-tegral methods have been exten-

sively employed because they are easy to use and little rccnputntion time is required.

"It seems, therefore, that these methods will continue to play an important role

in computation fluid dynamics and that, for many practical problems, they offer a

solution of good accuracy and reasonable speed.
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- .- :VELOCITY AND LENGTH SCALES 14 TURBULENT FLOWS
-- - - A REVIEW OF APPROACHES I

.. K. Ha.-jali,

I Masinski fakultet, Sarajevo, ýugoslavia

INTRODUCTION

The dynamic processes occurring in turbulent flows proceed at characteristic

time, length, and velocity scales. Iteir satisfactory specification is an inescapable

requirement for mathematical simulation of the various turbulence interactions and,

consequently, for the accurate calculations of the flow properties. In simple Boussi-
nesq-type closure models, the characteristic scales are used only to define the tur-

bulent mixing through the definition of eddy viscosity at a point in the flow,

Vt A L V F) L2/T

where ' denotes "has the dimensions of," V is the velocity scale, L the length
scale, and T the time scale. In more elaborate closure schemes which solve separate

transport equations for some characteristic turbulence properties, the scales are also

utilized to characterize--in the course of modeling--various "superfluous" terms, rep-

-... resenting different turbulent interactions.

Various turbulence interactions are known to occur at different rates, but most

methods that have been used so far in fact employ only a single time and length scale

for their description. These methods are referred to as single-scale methods,

There have beev proposals in the past and more recently to introduce two or more

characteristic time or length scales, in order to characterize independently the dyna-

mics of different eddy sizes and associated turbulent processes. Thes. methods are

usually called multiple- (or multi-) scale methods.

Most of the differential techniques submitted for the present Conference,

that solve the time-averaged me i wo-entum equation in partial-differential form at

calculate relevant local turl'ulent stresses, employ two variables with which one cl..,

define only one characteristic time and length, or alternatively, velocity scale.

Hence all these models fall into the category of single-scale methods. Only one com-

putor group (Cousteix et al. , see Volume III) submitted calculations (albeit for

homogeneous flows only) employing the two-scale method by way of supplying four

characteristic turbulence parameters.

In order to define characteristic scales, some of the single-scale methods rely

only on the mean field flow parameters and bulk flow dimensions. In this way they

avoid the necessity for introducing any specific turbulence property which would, by

nature of the process, need to be supplied from the solution of the appropriate

dynamic differential equation.
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Other methods introduce one turbulence property which in combined with some of

the gross flow features-moat often flow ditansion-to produce a characteristic time

and length scalei Highly popular seem to be the techniques that employ two turbulence

rprpertis which yield again only one characteristic turbulence time and length scale

but without having to draw on any direct information about the mean flow features.

Some authors divide the flow itto two or more regions and apply different scales
to different parts of the flow. Two-layer approach is frequently applied to wall
flows where the mean field model is used to calculate the flow within the viscous I

layer, while more advanced techniques are employed in the outer flow zones.

Here a brief comparative survey is presented of the turbulence scales, their def-

inition, and method of prescription of each of the categories of single-scale methods

mentioned above.* A short coverage of the two-scale method is also given at the end.
d"

SINGLE-SCALE MEAN-FIELD METHODS

This class of methods usually employs the standard Prandtl mixing-length hypothe-

sis though there are some minor variations in the way both the length and time scalesare defined.

Because no specific turbulence parameter is supplied, and because the scales are

used only to specify the eddy viscosity, the mean rate of strain or mean vorticity

serve directly to define the characteristic time scales. In the case of unidirec- -1

tional shear such as in thin-shear flows T - InU 1 /•x 2
1  is used without exception.

However, in more general cases three different forms have been used as follows:

U1 + U2 (1)

Only used for plane

UI 2 U2 22-1/2 flow calculationsT 1('l) +IN (a-2 (2)
21

rU 1 Used by Viegas et al.
T Q -U in three-dimensional flows (3).'

It is pertinent to note that none of the expressions incorporates normal strain. It

is obvious that the three expressions give different values of T for all situations

except in the case of unidirectional plane shear, %hen (aU 2 /axl) - 0. The comparison

-I.•

CA conventional classification of turbulence models according to a number of differen-
tial equations solved in addition to the mean flow equations is not followed since

some computors employ a differential form of equations to specify the length scale,
L" but solely in terms of mean flow parameters (i.e., Pletcher and Kwon, 1182; see

Vol. III).

tExcluding the common use of U* as the velocity scale in a wall region.
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bet.-een the three expressions for the plane flow shown in Fig. 1 indicates that in the

case of --pure rotation, (8•. 0, O - 2 3U1/h-2 ), in the absence of strain and body

forces only expression (1) yields the infinite time required for turbulnee to be

generated, in coisplitace with real physics.

T___ 4

"/-/;2

AT

0 23

2 .

\ /1/ 2

Figure I e

Contrary to this, it follous from expression (2) that T2 has finite and equal , k

values both in the case of pure rotation (S 0, n 2 h2) and in the case of

irrotational shear (n1 -O, S 0, - M/ax2 ), an outcome that may produce the erroneous
results in flows with predominant rotation. Expression (2) approaches asymptotically

to (1) as the ratio (BU2 /axl)/(3Ul /Dx 2 ) increases in both negative or positive direc-

tion. (Note: Sij - (aU,/axj + aUj/axi)/2 with S - Isijl.)
The time scale based on the absolute value of the mean vorticity seems even more

inappropriate since in the case of irrotational shear it yields an infinite value of T

and, consequently, zero eddy viscosity-although the flow may be highly sheared-but

producing a finite T for the case of pure rotation.

Further insight into the behavior of the time scales defined through mean-flow

parameters may be obtained by comparison with models that use the kinetic energy of

turbulence, k., to define the velocity scales. It is readily seen that in the case of

a homogeneous equilibrium flow where the turbulence energy production is balanced

locally with the energy dissipation rates, the characteristic time scale, defined now

as Ti L /2 reduces to the expression
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aui at! au -1/2

whieh, in the absence of normal straining, becomes equal to Tl, giving further support L

for expression (1)a

The length scale used in the mean-field methods is in most cases a variant of the

Prandtl mixing length, 1, defined in terma of flow dimensions. Some authors use a

ramp form of the mixing length with separate specification of k for the near-vail and

far-from-the-wall flow zones (Pletcher, models I and 2, Voli. 111), while others use a

continuous expression, mostly in the form t/i- X tanh(Ky/X6), (Cousteix et al. k-c

model; Viegas et al., Vol. III), or other forms. For the flow remote from the wall
several groups used the eddy-viscoaIty formula

0.0168 U 6
(u)t outer e(5). +

where the displacement thickness 6* (or a fraction of it) served as the length scale,

while the free-stream velocity Ue represents the characteristic scale, corrected by

the non-dimensional vail distance (y/1).

.All of -the authors who employ the mixing length hypothesis in the wall region

solve the mean momentum equation throughout the viscous sublayer: hence the length

:' scale is corrected by using the Van Driest form of damping function, D 1 -

exp(-VL/Av), though there is a variation of both the velocity scale V and the coeffi-

cient A. Most often here, V'¶lP is used for V based either on the local- (Cousteix et

al.; see Vol. III), or wall-shear stress (Ha Mi.nh et al.; Viegas et al.; see: ,i k~1/2 •U • )1/2 ":
Vol. III), but other variables were also used (e.g., k Orlandi; (v W-ax)

A: ~Pletcher, etc.; see Vol 111). Mixing length L or simply the wall distance is used for i.
L. The standard value of A - 26 appears in most models, though some authors have

introduced the effects of blowing/s:ction and pressure gradient by modification of A.

kN¶ For flows in corners and other regions bound by two or more walls, several groups

have used Buleev-type harmonic length formulations, obtained from the integration of

the reciprocal of the wall distance over the plane or space angle (Cousteix et al.;.L

Viegas et al.; see Vol III). Other formt of specification of the length sceles have

been used in more complex flow cases, e.g., Pletcher and Kwon, who, for the case of

recirculating flow behind a backward-facing step made L depend also on the distance of

the dividing streamline and the position of maximum shear stress from the bottom wall. !!,.:

All methods mentioned so far specify the length scale in the form of algebraic
expressions containing mean-flow parameters. The exception is the model of Pletcher

and Kwon where, for the outer region of an attached thin-shear flow, the length scale
"-as obtained from the solution of an ordinary differential equation, but again in terms

of only mean flow properties.
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MS=tCL. SCALE METHOD WITH Oft TURBULENCE PARAMETER

* These methods etaploy without exception the turbulence kinetic energy k ii2.
S .. hieh proved to be the best defined and most readily obtainable turbulence paratueter.

Most often -- /2 is supplied from the solution of its differential transport equa-

tion. Alternatively, k is calculated from eouations governing each component of theVturbulence normal stresses, lere kl/2 serves as the characteristic velocity seals"

while the length scale ia spe-.Lfled in terms of gross flow dimensions mostly in alge- -*

braic form - in line with the mixing length hypothesis (with the exception of Plet-

cher's differential equation which was also used in connection with k-equation). The

kinetic energy equation is used in its standard form with the production term modeled

by means of an eddy viscosity and mean rate of ctrain while the dissipation rate is

defined as k1/L. The diffusive transport of k is modeled in all cases in gradient

form. Various modifications to the k equations are employed to account for low Re -4
"number effects if the solution is carried out through the near wall viscous zone. The

form of equation used by Orlandi has a term to account for the pressire diffusion, but

the proposed term does not seem to possess a transport character.

SINGLE SCALE METHODS EMPLOYING TWO TURBULENT PARAMETERS
The majority of the differential techniques employed at the Conference use two

turbulence properties by which a characteristic scale is defined. In all cases k

again plays the role of the velocity scale. For the second turbulence property, the

majority of methods made use of the energy dissipation rate C - ' (a/uxj) 2  which,
in -combination with k produces the turbulence time and length scales. There are, how-

ever, other approaches. Mellor and Celenligil (Vol. III) consider the product (q2 L),
2with q 2k. Viegas et al. (Vol. III) and Murphy (VAl. III) employ the Wilcox-

a2
Rubesin model where the mean square of the fluctuating frequency W is used for the

second turbulence parameter, while Donaldson at al. (Vol. III) solve the transport

equation for the turbulence length scale (A in their notation). The characteristic

turbulence scales for these two-parameter models are summarized in Table 1 below:

TABLE 1 '
Model V L T

k-C kt /1 - k3 /cl - k/c
k-kL k (kL)/k (kL)/k 3 /2
k-w2  1I/2 1/'2/

kl/2 kl/2/W"-

k-A k A A/k

[Ed.: The frequency, w, used by Hanjalid reflects the frequency of the large-eddy
structure. It has been defined by Rubesin, herein, as the dissipation rate per unit
of kinetic energy.]
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All of the equations have been derived empirically and have the same conservation form

-... which includes the source and transport terms, but none bears much reliance on the "1

physics of the process that they are supposed to represent.

"The transport equation governing c hag a standard form

De SC + (Cel a - C 2  c)/T (6)

where D* represents the diffusive transport, G is the generation term and T stands for

-l. -.ie acale tepresenting the evolvement of c. There are, however, minor variations on

how G is specified. Most groups use P -utu -- U /ax for G, uiuj being specifiedii i j
either in terms of eddy viscosity or obtained from the solution of turbulent stress

equations. However, some groups (DemirdWid and GosmAn, Launder et al., and Hanjali6
k2 2

et al., see Vol. II) use a recently proposed term of the form C / Ic /ax at
all levels of modeling (Hanjali6 and Launder, to be published). Hah and Lakshmd" rayana

avoid the mean velocity gradient completely by specifying C in terms of turbulent

stress anisotropy, i.e., C - Ct (c/k) aijaji, wivre aij - Luiu,/k - 2/3•6,J).

Some groups have included an additional term in Eq. 6 to account ýur the curva-

ý.ure effects; Cousteix eat al. use the LAunder-Priddin-Sharma foi.4 (Launder et al.,

1977), while Rodi et al. have employed curvilineAr coordinate- for calculating the

curved flows with the curvature terms emerging in the course o6 dei!v.tion in both the

k and c equations.
'Groups that solve the -equation witti:; the viscous sublayer introduce a modi-

fication to account for the low Re number effects as discussed by B. E. Launder in his

review (present volume).

'Al It is worth recalling that the rate of change of c is highly eenaitive to the

values chosen for the coefficients C., and Cc2 (or rather to their difference). Yet a

'.0• consi,'-r~ble variation of the ,alues :-ng the groups is noticeable, as seen from the

selected sets in Table 2.

It should be pointed out that there are other differences among the mcdels used

by various grnups which may justify the choice of different values of coefficients.

These, however, s,,ould not apply to Ce2 , which in all zases emerges from experimental

evidence on the law of decay of isotropic grid turbulence. The test case 0371 corre-

sponding to this situation. adoots as the most reliable the data of Comte-Pellot and

Corrsin which suggest Cc2 = 1.8. However, most groups chose a value close% to 1.9

which nay be regarded as within the experimental 3catter. The value Cc2 - 2.0 corre-

sponding to the decay lav k % t should, however, be avoided since it does not allow

"V the tumbulence Re3nolds number t, decay and, in so doing, to enter whit is known as

"the "final period of decay".
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TAILE 2

Cooiputor Group ,_

Launder Group 17

Constant a HA Hu L C R MCt Vt D

Ce1 1.44 .44 1.47 1.44 1.57 1.44 1.6 1.045 1.675

1C .92 1.90 1.92 1.92 2.0 1.92 2.0 1.83 lie

C2-Ccl 0.48 0.46 0.45 0.48 0.43 0.48 0.4 0.785 0.125

G - Cosman et al.; Ha - Hanjalid et al.; Hu - Humphrey et al.; L ft Launder at al.;
C - Cousteix et al.: R Rodi et al.; MC w Mellor and Celenligil; V - Viegas et al.;
D - Donaldson et al.

2tValues obtained upon the conversion of equation for (q L), W, and A, respectively
into an equation for . in a homogeneous flow. ---:-%-•~~... ..... . ..... . ... ,

.4o, .'.

A different approach is followed by Cousteix in his model RSEC 22B, where CEI 'a

estAated on the basis of comparison of k-z model for homogeneous flow with the equa-

tion of Lin and Wolfatein (1980) for the tensorial volume uf turbulence Vjj and, sup-
posedly, more exact dynamic equation for the product (k V ). Here C.1 appears as a

function of. the. so-called dimensionless time, mean rate of strain and turbulence
2•Sanisotropy.

Methods that use turbulence variables other than c, such as q2 L, t or A entail

Sthe solution of the differential transport equation for these quantities with the same
general form as the C-equation. All authors express the diffusive transport in terms

of gradients of the variable in question. The source im reprisented by the difference

"NA; of the generation (expressed in all cases in terms of P) and sink terms, but each of

these three equations contain a corrective term which does not have its counterpart in

the standard form of e-equation. In the (q t) equation of Mellor and Celenligil the

corrective term operates only in near-wall flows. The ,-equation of Viegas et al.

'.ontains the square of the length scale derivative while the A equation of Donaldson

includes a similar type of term with (qA) derivatives. Both terms will be generally

non-zero wh.ch partially explains the need for a substantial difference in coeffi-

cients associated with the generation terms in the case of non-homogeneous flow.

However, for the case of homogeneous flows the equations for all four properties

can be converted one into another, the only difference remaining in the values of the

empirical coefficients, as indicated in Table 2. Comparison of the calculations of

the homogeneous flows shovd thus serve as an indicator of the suitability of differ-

net iecond variables for two-parameters closure schemes.
2It seems .herefore that the Mellor (q L) equation, transferred to C-form, should

have the coefficients of similar values as those in the standard c-equation if both
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schemes claim a similar quality of predictions, This is because the corrective tern

appear to be significant only in the wall vicinity region where the diffusive tear of

two equations differ significantly due to the different behavior of the two properties

in question. In fact, if a formal comparison of the equati-nn is made in the local-

equilibrium, (P c) coustant-stress near-wall region, the large diffusive transport

term in the c-equation serves in full to compensate the non-zero source term (CciP -

-20/T. In the (q 2 L) equation, due to the different and much slower variation oC
2

(q L) close to the wai, a satisfactory form of the equation is only achieved by addi-

tional terms. Similar comments can be made for the A and w2 equations except that now

the corrective source terms are influential over most regions of the flow; this is

presumably why the equivelants of the coefficients Cei and C.2 are significantly dif-

ferent than those employed in the C equation.

Finally, when judging the suitability of the equations that supply the second
.4-J

turbulence parameter, one should bear in mind the problem of specifying the boundary
2* conditions, Frou this point of view, (q L) and A equations seem to offer least uncer-
2

tainties, though many users of the u and w equation have succeeded in overcoming this

problem.

TWO-SCALE METHODS

Coustoix et ale comprises the only participating group employing a two-scale

"model. Such suhemes allow some account to be taken of the spectral energy transfer to

turbulence. The essence of the model is the division of the turbulence energy spec-

trum into two parts roughly at the wave number above which to significant mean strain

production occurs (Hanjali6 et at., 1979). The two spectrum regions are expected to
respond at different rates to the imposed outs~ds conditions, the rate of change being

characterized by different time scales. Two transport equations are then providdd

describing the rate of change of turbulence energy associated with each of the two

spectrum regions, kp and kt, respectively. The closure of these equations is accom-

plished by defining c as the rate of energy transfer out of the "producti.on" range in

the high wave number region of the spectrum, so that c• serves as the sink in " and

as the source of kt equation, while the dissipation rate c defines the sink of kt.

Hence two more transport equations are solved, each characterizing the evolutions of

the two energy transfer rates. The model uses four turbulence parameters; k, kt, CPO

and ct to provide two independent time (or length) scales

T kp/e and Tt - /C
p p p t.

characterizing the turbulence interactions in two distinct wave number regions of the

energy spectrums.
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CA, ~ The model has been used in conjunction wr.th the Ro-ynold a-at rasa equation, and

applied to the calculation of homogeaeoos flows.

COIICLIUDING REMA"XS
A wide variety of definitions of turbulence scale#, employed by participating

ONgroups may serve to an indication of the diversity of views and belief in the current .

turbulence modeling practices, The approaches adopted &pan the range from the single

mixing length hypothesis to twultipl~e-scale models, 'Powever, it is obvious that the

complexity of the flcw cotisidered plays a decisive role tn selecting the level of

closure, the correlatioti being, as expected, of recip-:ocal vh.!.ra0.t'r; the more complex

the flow, generally the simpler the modeling acheme that is adopted. This t A re-

fleets sometimes a general dl.gtrust in the applietibility of uOore advanced a in

uituations where numer'cs, specification of boundary and/or initial ccenditions andI
other aspects pose a high degree of untertaintf, and hence one cannot Justify Lhe need
for the application of higher order schemes. Indeed, aome groups have Ptated ex-

plicitly. that their primary objective was to test the applicability of simpler models

in more complex flovin in order to establish .clearer criteria on the need to move up in

the closure hierarchy. This not only concerns the level of turbulence covrreations

r.where the closure is employed, but also the number of important turbulence scales that
ouht to be accounted for.

In spite of some evident deficiences ini employing just a single time and length

scale to characterize the important turbulence interactioasi the single-scale approach

will probably remrn 4.n for some time as the most popular tool for closing the equation

within the scope of Reynoldn averaging techniques. hlowever, the trend towards the use

K. of twu or more tiurbulence parameters instead of mean flow features seems indisputable.

Multiple-scale methods have some obvious physical appeal, but require much more

extensivd reaearch before they reach the present level of development of the existing

single-scale models and offer unchallenged advantages that would justify increasing

the computing costa ne.aded for calculations. Refore this is achieved, the problem

associated with the treatment of boundary conditions, in particular the wall bounds- ý

ries, within the scope of the single-scale schemes, will have to be resolved in a more

acceptable manner than it is at present, though thite nhould not slow down parallel

efforts in improving the multi-scale approach.
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S"mESS/STRAIN REA.TIONS IN DIFF.REMtIAL METHODS
FOR TURBULENT FLOWS -V

1.W. Rodi
Univers.ty of Kartlsruhe .
"Karlsruhe, F.R& Germany

INTRaODUCTION

Differential methods aolve the partial differential equations governing the flow

field without introducing profile assumptions. Most of these methods employ time-

averaged Navier-Stokes equations, the averaging time being long compared with the time

scale of the turbulence so thae the averaging is carried out over the whole spectrum

of the turbulent fluctuations. In most general form (for the flows considered at this

conference), the equations read:

Ta a ax a i)

ie" j

where Uj is the mean velocity in direction xj.0 P is the mean pressure and p the mean

density. For incompressible flows the mean quantities are conventional averages and

for compressible flows ra.Ass-weighted averages. vij is the total averaged stress ten-

sor, which is composed of a viscous stress and a turbulent stress ijt.

: '¢. .(s j 1 auk a
- - . tJ 2 S -3 &) + iJt(2)

.. where v is the molecular viscosity and the mean rate of strain tensor is defined by

aut au.).
Si(3)sij -2 t ax

The turbulent stresses, also called Reynolds stresses, are the following correlations

between velocity fluctuations introduced by the averaging procedure:

t -j uju] for compressible flow

(4)

t -- p uiu-- for incompressible flow

Here, ui and ui" are thb. f' ctuating velocity components for conventional and mass

averaging, respectively, and ý is the instantaneous density. The Reynolds stresses

represent the transport of momentum by the turbulent fluctuations in the averaged

equations; hence the averaged equations can be !iolved only when a turbulence model is

introduced that determines these stresses at each point in the flow. Some models

solve a differential transport equation for rijt while others relate the stress
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directly to the mean strain rate S, The prtient paper awmarizes the various
-ip

*stress-/strain relations and Reynolds-stress equalions used in calculations for the

1980-81 AOkR-HMýStanford Conference.

Other types of differential wthods solve the time-dopendent Navier-Stokes equa-

tion. either by trying to resolve the turbulent motions a: all scales (direct methods) I
or by introducing a sub-grid-scale model for the small-scale turbulent motion that

cannot be resolved by the numerical scheme (large-eddy simulation). The present paper

does not cover the assumptions made in sub-grid-scale modeling; it is restricted to

turbulence models for the Reynolds streses appearing in the time-averaged eqistions.

EDDY-VISCOSITIY M0DELS

Most turbulence models used in the calculations for the 1980-81 AFOSRIITTM-

Stanford Conference assume that the Reynolds stresses are proportional to the mean

rate of strain, in analogy to the viscous stresses in laminar flow. This assumptinn

is know•r as the Boussinesq eddy-viscosity concept, and hence the descriptors in these

proceedings start with the letter B in all amthods using this concept. For general

situations, this concept reids

2M Iau ki 2 ki

where Ut is the turbulent or eddy viscosity, which is a scalar quantity. In contrast

to the molecular viscosity, ut is not a fluid property; rather it depends on the state

of turbulence and wust also be determined by the turbulence model. The term with

" alUk/axk is 2ero for incompressible flows, and is introduced to force the trace of the

first term to vanish for compressible flow also. The second term was added so that

the trace of (5) yields the identity

i,'. ' i2 pt ( 6 )

which also defines the turbulent kinetic energy per unit mass, k. When Eq. 5 is used

to eliminate rij,t in the momentum equrtion (1), the second term can be absorbed by

the pressure-gradient ten. so that in effect the static pressure is replaced as an

unknown quantity by the modified pressure P + 2/3 k. Hence, the appearance of k in

(5) does not necessitate the determination of k; it is the distribution of the eddy

viscosity only that has to be determined.

For dimensional reasons, the eddy viscosity ut is proportional to a velocity

scale V and a length scale L characterizing the turbulence motion,

a(7)

Most turbulence models employing the eddy-viscosity concept calculate ut from the

distributions of velocity and length scales obtained in one way or another. Simple
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model# like the Prandtl mixing-length model relate the scales to the sen-f low field.

COne-equation *odels determine the velocity scale from a transport equation. Two-

equation models, like the frequently used k-c model, solve transport equations for

both velocity and length scale. The different ways of determining these two scalesoIN

are discussed in detail in the companion paper by Hanjalid in this volume.

For thin-shear layers, where only the velocity gradient W1 /hx 2 is of importance,

'.q. 5 yields the well-known relation for the shear stress 112

aul
S12 "ut a (8)

2

while for the normal stresses it follows that T1 1 " 2 2 " - 2/3 k , but in

reality the turbulence is not isotropic. This points to the fact that an isotrodic

eddy viscosity cannot account for certain phenomena that create directional influences

on the turbulence. The &lgebraic stress relations to be discussed shortly Are also of

the eddy-viscosity type, but they allow for non-isotropic eddy viscosities and can

therefore account for directional influences.

For curved shear layers, the strain rate S12 in the curvilinear coordinate system
"of Pig. 1 is 1/2 (U 1 /•X 2 - JUl/Rh) so that the Ghear stress expression (8) changes to

x2 •Ul

K -. ut•j('-f) (9)

T12 t" a..-

Figure 1. Curvilinear
coordinate system.

U /Rh
where h- 1 + x2 /R and Rf -du1/ax is the curvature Richardson number.

REYNOLDS-STRESS-EQUATION MODELS

The methods in these proceedings, for which descriptors start with RST, use -.

differential transport equations to solve for all non-zero Reynolds-stress

components. The equations are model forms of the following exact transport equations

(given for incompressible flow):
SUu - --- - +W -ij + vV 2  (10)

Dt ij u u i ij i

where

D.2
iUt L-5-
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Turbulent Diffusion D- + 8 + 4 6-

au a
Poduct ion P

. +S

Pressure-Strain 1 4 +.i
jj P ±a

auau
Dissipation C 2ij ax~

The pressure-strain, dissipation, and turbulent diffusion terms require model approxi-

mations in order to eliminate the unknown correlations appearing in these terms. The

model assumptions introduced in the following paragraphs are also of consequence to

the algebraic stress relations discussed below because the algebraic methods employ

truncated form of the modeled stress equations in most cases.

All the RST models assume that local isotropy prevails so that the dissipation

of U u can be approximated ts

2"4. •i • (11)
ij 3i

* where c is the rate of dissipation of turbulent kinetic energy k and is determined

from a length-scale equation in the RST models (often from an equation for c it-

self). For regions of low-Reynolds number the Donaldson et al. (see Volume 111) model

involves an additional term which allows for non-isotropic dissipation.

By eliminating the fluctuating pressure p from the pressure-strain correlation

TiJ via a Poisson equation for p, it can be shown that two distinct processes contri-

bute to this correlation, one arising from the interaction of fluctuating velocities

only (wij,l), and one due to the interaction of mean strain and fluctuating velocities

(wij,2), see e.g. Launder, Reece and Rodi (1975) (hereafter designated LRR). This

analysis also indicates that both processes arp itifluenced by the presence of a wall.

All sodels use Rotta's (1972) proposal for the fir.it part (sometimes called return-to-

isotropy part):

il "c1 k (UjUj - "3 .5~k) (12)

It should be mentioned here that in their model RSEC 22, Cousteix et al. (see Vol.

III) calculated k and c separately for the low- and high-wave-nlmber parts of the

turbulence spectrum (multi-scale model of Hanjali6 et al., 1979) and used the low-

"wave-number values of k and E in (12). For the second part (sometimes called rapid

part), LRR have proposed the following model (model 1 of LRR):
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+ a 30c 2 - 3u WU St2
. _ _. i -2 di.i -- 5 P) (13) .

where

and P I1 the production of turbulent kinetic energy (P 11/2 P1 1). This model was

used by Cou*teix at &I. (see Vol. I11) and Hanjalit at al. (1979) for their calcula-

tions at this conference. Lii found that the first term in (13) is the dominant one,

and in their model 2 only this term is retained (with a slightly different value for

the constant c2). LRI model 2 was used by Launder et al. (see Vol. II1) and Rodi et

al. (see Vol. I1I) for their calculations at this conference. Mellor and Celenligil

(see Vol. III) retained only the second term in (13) with a rather small numerical

constant so that vij,2 does not contribute very much to the pressure-strain correla-

tion in their model. Donaldson at al. neglect 'ij,2 altogether and Compensate for

this by using a larger value for c1, in relation (12) for vij,1.

The pressure-strain models introduced so far do not account for wall-proximi'y

effects. These effects basically damp fluctuations' normal to the wall and enhance

fluctuations parallel to the wall. LRR proposed additive wall-protimity corrections

to (12) and (13), which can be effected by making the&nuaerical coefficients in front

of the individual ceram functions of the wall-damping parameter L/x.., where L is the

local length scale of turbulence (e.g. k3 /2/t) and xu is a characteristic wall dis-

tance. LRi proposed a linear function of L/xn, but in their algebraic stress model

for turbulence-driven secondary flows in ducts Rodi et al. used a quadratic function

in order to reduce the influence of the mall-proximity correction in the center por-

tion of channel flows (for details see Hoot and Rodi, 1981). Further, Rodi et al.

(see Vol. III) calculated the characteristic wall distance xn in rectangular channels

from the following equation:

1 2 2w dO )0x of e( 1 5 )

n

In situations with only one wall present, a different wall-proximity correction

became more popular, which is partly due to Shir (1973) and partly due to Gibson and

Launder (1978). This correction is effected by adding the following terms to the

pressure-strain models (12) and (13) (only the first term is usually retained in the

latter):
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.n U. CE. an (L-u (16)

1(17
Wij,2 a2 (Wnn,2 'ij 2T "ni,2 5nj - : n,,2 6)f( ) (27)

Hlere, n denotes the direction normal to the wall and f(L/x•) is the wall-dmping fune-

tion mentioned above. A linear relationship f = k3/2/(xc) is used in models em-

ploying (16) and (17). Among these are the algebraic stress models of Launder at a1.

(see Vol* XI1) and Rodi et al. (see Vol. I1) (in the latter case the model used for

tWo-dimenuional shear layers). The wall correction# (16) and (17) have the advantage

over the LRR wall correction that they produce the experimentally observed influence

of a wall on the turbulence fluctuations also under conditions of vanishing mean

strain (in this case only %jjl is left, and simply changing the value of the

coefficient c1 does not lead to a redistribution among the fluctuating components).

"On the other hand, (16) and (17) are difficult to apply to complex geometries like

corner regions.

LRR neglected the turbulent diffusion of uiu by pressure fluctuations and

"investigated the following models for diffusion by velocity fluctuations:

[- -_..z_!! L ( 1 8 )

uiujuk ca kt ax; (19)

LUR found that, for the shear flows investicated by them, the simpler form (19), which

Is not compatible in its symmetry properties, gave better results than the more com-

plex, tensor-invariant form (18). Lumley (1980) suggested that this may be due to the

absorption in (19) of some pressure diffusion, which is not symmetrical sod which was

not modeled explicitly. Most of the RST calculations for the 1980-81 AFOSR-HTTM-

Stanford Conference were carried out only for the homogeneous flow cases where the

diffusion term is absent. Donaldson et al. (herein) employed a modified version of

(18) in which the individual stresses in front of the derivatives were replaced by k

and tensor invariance was enforced. Mellzr and Celenligil (see Vol. III) used a dif-

fusion model that corresponds to Eq. 18.

There is one further aspect of these authors' 1ST calculations that needs to be

mentioned. Thay solved the time-dependent equations to approach an asymptotic steady

state. However, in some cases they obtained cyclic solutions, indicating unsteady

vortex shedding. For the comparison with the experiments, the results were averaged
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7

over- the cycles (angle bracket below), and the quantities <(U, - <U >)(Uj - <U,>)>

-Wre added to the stresses (uju) to obtain the total average stresses.

Hethods where a Stanford descriptor starts with l) do not solve t',ansport equa-

tions for all non-uro Reynolds-stress components but relate some coaponents directly

-1 to other., The method of Bradshaw et al. (1967) is a classic example where, for two- *.

dimensional boundary layers, an equation is solved for the @hear stress T12 while the

normal stresses are assumed proportional to T12 However, to the author's knowledge,

this model was hot used in calculations for the 1980-81 APOSR-HTTH-Stanford Confer-

ence.

ALGEBRAIC STRESS MODELS

Because RST models are rather complex and computationally expensive, proposals

were made to simplify the Reynolds-stress equations such that they reduce to algebraic

expressions but still retain many of their basic features. Methods using such alge-

braic stress relations have Stanford descriptors starting with A. The reduction of

the differential stress equations to algebraic expressions is achieved by eliminating

the gradients of in the rate of change, convection, and diffusion terms by model

"approximations. All effects that enter through the source teraw of Eq. 10 are thereby

retained. The simplest model is to neglect the terms in question, that is to assume

local equilibrium for the Reynolds stresses. For consistency, the production P ofm turbulent kinetic energy appearing in the modeled forms of the pressure-strain term in

Eq. 10 must be set equal to the dissipation rate c. Such local equilibrium models (as

far as the algebraic stress relations are concerned) have been used by Cousteix et al.

"(ace Vold II), Nakayaa et al. (see Vol. III), and Rodi et al. (see Vol. II1) to

calculate the duct-flow test cases with turbulence-driven secondary motions. The

former two basically adopted Launder and Ying's (1973) model which originates from the

stress-equation model of Hanjali6 and Launder (1972) and neglects all gradients of the

secondary velocity components compared with those of the longitudinal velocity. Rodi

et al. (see Vol. III) derived their model by simplifying the LRR model I, retaining

the secondary velocity gradients. The proposal of Hanjali6 and Launder (1972) for the

rapid part of the pressure-strain term differs somewhat from Eq. 13 used in LRR model

I, and these authors did not introduce a wall-proximity correction. However, when the

secondary velocity gradients in Rodi et al.'s (see Vol. I11) model are also neglected,

. ko the resulting algebraic expressions for the stresses appearing in the Lomentum

"equations governing the secondary flow are identical, except for the numerical

". coefficient. In Rodi et al.'s model the coefficient is between 10 (near the channel

"center) and 18 (near walls) times that in Launder and Ying's (1973) model. On the

"other hand, Rodi et al. found that the calculated secondary motion is quite sensitive

to the inclusion of the secondary velocity gradients. It should further be mentioned
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that all methods applied to duct flow with turbulenceýAriveri secondary motions use

algebraic stress modeling only for the #tresses appearing in the momentum equations

for the secondary flow but calculate the shear stressed in the longitudinal meo-n ntuin

.17 equation by a standard eddy-viscosity model#

Rodi (1976) suggested a model that doe. not neglect the rate of change, convec-

tion, and diffusion of -u but relates these terms to the corresponding ones for the

-- turbulence kinetic energy k:

4.D uu u uu

Dt u u k lt k k

The second equality follows from the trace of Eq. 10 with kc u .L* P ii
1 2 ii 2i

C ~*ii Equation 20 is based on the assumption that the temporal and spatial

changes of jFWujk are small compared with the change of u1 u itself. As an example,
i j

the algebraic stress relation is given that follows when the LRR model 2 equations are

simplified with the aid of (20):

N: uu + ly +~~ (21)
(3 cl.( + 16c)

Here, yis the numerical coefficient in the first term In Eq. 13 (the only term in LRR

model 2). kc and -f appearing in (21) are usually calculated from transport equations

f or theme quantities (see the companion paper of ganjalid)* Both Launder et al. (see

Vol. 111) and Rodi et al. (see Vol. 111) usmed Eq. 20 to simplify stress equations

based on L1PR model. 2 with the wall-proximity corrections (16) and (17) added, but in

their model for two-dimensional ahear layers flodi et al. applied (20) only to normal

stresese and neglected convective and diffusive transport of the shear stress (fnr

fl~.Ais remote from walls Eq. 21 still applies but with P/C-l absent). Wthen the stress

Fequations are first treanformed into the curvilinear coordinate system of Fig. I and

' then simplified to algeb-..3ic expressions, the influence of curvature on the individual

stresses enters automatically. For curved shear layers, the expressions are given in

the summary paper of Rodi et al. (see Vol. III). The resulting relation for the aheat

stress %1 2 is of the eddy-viscosity form (9), but it predicts the dependence of the

eddy viscosity on the Richardson number Rf characterizing the curv'ature (See Fig. L)

and on the wall-damping function f.

lHsh and Lake hmi narayana (see Vol. 1ll) relate the convection and diffusion

of TFto the production Pip, but the details of this relationship are not given.
They also take LRR moel 2 as the starting point of their derivation.

Finally, methods employing the Wilcox-Rubesin (1980) turbulence model employ a

stress/strain relation that can also be classified as an algebraic stress model but
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was not derivetd by simptifteation oE teynolds-stresa equations. Because the eddy-

viscosity -relation (5 iplie tbit- -the streeses are aligned with the ~Aean rates of

-strain, Wilcox and Rubesin'(1980) added the-term

_S a - +S, +S--I
-is

:~~~~~~ tit _g.jt° .. ~et.dy

-++ 2S S"-

t to Eq. 5 in order to allo for -ituation-s o ere the stresses are not aligned. The

derivation was guidad by Saffrman'q (1976) constitutive stress relatl"n and the

requirement "to satisfy som boundary layer needs." The vorticity vector appearing in 4,

the additional term is

Qij (22).

and w is defined by

e .k (23)

-where 0 is an empirical constant (0.09). For thin-shear layers, the extra term is

absent for the shear stress T12 so that the standard relation (8) results, and for the

-normal stresses under local equilibrium conditions (P - c) there follows

2 /k6 (24)

Equation 24 is in much better agreement with experiments than are the isotropic normal

stresses resulting from the eddy-viscosity relation (5). Here it should be mentioned :.-

that the algebraic stress models introduced above yield similar results for equilib-

rium shear layers.
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TURB•1 NE MODLING IN THE VICINITY OF A WALL-

B6 E. Lamnd-.r*
Uniqersity of Manchester - - - -

Institute of Science and Technology 4t-
Manchester, Englaaid

"I., Introduction
'I.o

The condition of no slip at a rigid boundary ensure- that over some -,egion of a

turbulent wall laver, however thin, viscous effects on the transport processes munt be

large. In round te.-ma, molecular influences will be influential ever • region extend- ,.

ing from the surface to where the local "eddy" Reynolds number, based on a typical

eddy dimension normal to the wall and the intensity of fluctuation in that direction,

is of order 102. Any mathematical model of turbulence for this region must address

the problem of appropriately incorporating viscouu effects into the system of equa-

tions employed. The region in question is thin (even in low-speed laboratory studien

rarely extending over more than 2 tm), the processes are highly compl~x and the acqui-

sition of accurate experimental data is gr-stly complicated not jest by toe thinness

of this sublayer but by wali~proximity influences of various kinds on the instruments

themsalves. It is thus no wonder that our knowledge of this itportant region of flow

is still sketchy.

Yet, the very thinness of this viscosity-dependent region also brings some comr-

pensating simplification. For, streamwise convective transport within this viscous

- sublayer is frequenAtly so small compared with diffueive or (in the case of properties
'I'o

of the turbulent field sourtz or sink processes) that it may be neglected. In canes

where surface transpiration is absent a•d where the influence of force fields (includ-

i g pressure gradients) across the sublayer is negligible, the !low-fheld properties,

suitably normalized, are then functions of only a normal-distance Reynolds number.
The resultant distribution of mean velocity is known as the Law of the Wall. If the

distribution of mean velocity and turbulence properties of interest is determined by

experiment these profiles may be used to provride near-wall boundary conditions for the

.momentum and turbulent transport equations thus r.voiding the need to extend numcrical

compu;tatio)ns to the surface itself. This approach is especially advantageous if the

matching with experimental conditions is applied outside of the viscosity-dependent

region, For then the turbulence model used for the numerical computations does net

have to account for viscous effects. Morever, one escapes the need for the especially

•The original manusrript was kindly prepared for publication by Ms. L. S. Majesky of

the Mechanical Engineering Department at the University of California, Davis.

tBut still close enough to the wall for strecmwise ,..ansport to be negligible.
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.N fine mesh that is inevitably required to resolve the viscous region because there the

curvature of both the mean velocity and the turbulence properties is so high.

The present article provides a short survey of the main approaches to treating

the wall region within the framework of one-point closures. Section 2 considers

schemes which incorporate viscous effects into the turbulence model and thus carry

numericAl computations to the wall itself--an approach referred to as a "low-Reynolds..

number treatment." Section 3 examines approaches based on the law-of-the-wall and its

extension of generalization, that are commonly referred to in the literature as "wall-

function treatments."

2. Low-Reynolds-Nunber Treatments

Table I summarizes the various ways on which viscous effects have been included

into turbulence models. The simpler the closure level, the easier is the task of

incorporating viscous influences. Thus, with the mixing length hy2pothesis, all compu-

tors follow broadly Van Driest's (1956) proposal that the near-wall mixing length

should be multiplied by a damping factor (I - D*), where D has the exponential form,

D - (- gt)

Van Driest recommended
Y W/'o!

26v (1)

More than a dozen variants of this form have been employed in subsequent research

studies. All these forms reduce iti the limit, where there is negligible variation of

shear stres6 ,ucross the viscous region, to Van Driest's original form. When the shear

stress increases across the sublayer (as in a boundary layer approaching separation or ,
where there is blowing through the wall), the increase of Re, with y is more rapid

than Eq. I suggests. ?onversely, for a shear stress falling rapidlv with distance

from the wall (as in accelerated boundary layers or low-keynolds-number pipe flows),

experiments conclusively show that Eq. (1) gives too large values for Ret. The subse-

quent amendments to Van briest's original form have in part been designed to remove

this weakness. An initial step, perhaps employed first by Patankar (1966), was to

replace the wall shear stress by r, the local stress. This modification has generally

been held to produce an insufficient effect of shear stress variations. Consequently,

alternatives of the form
• Y VTWlP• T- n

Re w T~fl(2)
t 26v T)w

have been proposed--with n ranging from I to 2 (see Kays and Moffat, 1975). Other

schemes have involved replacing the Van Driest constant, 26, by a function ot dimen-

sionless pressure-gradient and mass-transfer parameters (Launder and Jones, 1969;

Launder and Priddin, 1973).
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At -the one-equation level, one again needs to modify the prescribed length scale

In a elmiar-fashion to the adaptation of the mixing length. Now, the Reynolds numt

ber, Re.t is usually replaced by the turbulence Rteynolds number, Ret U kl/2 y/ P where

k is the turbul~at kinetic energy. Moreover, in the traftsport equation for turbulence

Ienergy, trwansport due to molecular action must now be Included while the term repre-

1-seating the dissipation rate of turbulence energy will oorsally require multiplication

by a Rayrolde-number~-dependent function. in orlandi's scheme a further viscosity-

*dependent term is added6 Ostensibly, this is to account for kinetic energy diffusion

by preesmire fluctuations; however, the model of this process is not of a diffusive

character.

At the two-equation leein addition to the adaptations to the viscosity for-

mula and the kinetic energy transport equation, substantial viscous effects must be

introduced to the equation for the "second variable" whether thic variable be the

energy-dissipation rate, E, the mzean square turbulence "frequency," wor some- other

quantity whose determination (along with kt) allow. the turbulence length and time

scales to be leduzece. Patel et al. (1981) have rece-atly completed a comparison of the

* available low-Reynolds-number forms of two-equation models. It was from this compar-

Le- ion- that the Lam-Bramhorst, -adaptation of. the Jones-Launder k-c model was used by

Rodi's group for the laminarizing and transpired boundary l1'yers.

Here it should be mentioned there is no need to use the same closure level across

the viscosity-affected region as in the remainder of the boundary layer. Cousteix's

group, in some of their calculations -employ a mixing-length treatment in the lov-

Reynolds-number region and a k-'t Soussinesq treatment beyond !t. At the matching -

point the kinetic energy for the otter region is taken als C' timcs the local shear

stress, and c Is chosen to ensure continuity of turbulent viscosity at the matching

*point. In principle, a neater inner/outer matching would result from using a one-

equation treatment in place -if the mixing-length hypothesis over the viscous region.

Since k would then appear as a dependent variable in both regions, the local equilib-

rium approximation between shear stress and turbulence energy would not be employed.

At the Reynolds-w treess-t ranyport . level the modeler must attempt to represent how

the individual processes in the stress equation, namely stress diffusion, dissipation

-and pressure interactions, are affected by viscosity. At this conference, Donaldnon's

* group appears to be the only one to have attempted a low-Reynolds--number closure at

this level. When, as In their scheme, the length scale is prescribed algebraically,

viscous damping is normally applied to drive the length scale to zero as the wall is

* approached more rapidly than would be achieved by the licear variation alone.

* 5 1In fact, the only papers from D'onaldson's group available to the W-riter, do not
include a specific Reynoids-number-dependence on the length scale.
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Alternatively, if a transport equation for c is provided, Raynoldsenumber-dependent

terms must be added in a similar fashion to that in a two-equation boussinesq model.

As a footnote, it may be observed that, scarcely without exception, Reynolds-

number inIluence is expressed through functions of exponential type. These forms

allow appropriate representation of the rapid changeover from viscous-to-turbulent

dominance that occurs in the loli-Reynolds-number region. Yet the evaluation of expo-

nential functions is time-consuming for the domputor. Piecewise linear fits could be

chosen to give essentially the same physleal model at a fraction of the computing

cost.

3. Wall Function Approaches

The neglect of streamwise transport from the momentum and turbulence transport L.

equations produces an equation set that is a function of just one independent vari-

able, the coordinate normal to the wall, y. Solution of these ordinary differential

equations over a region near the wall would give the variation of velocity, turbulence

energy, etc.,, in terms of y and flow parameters such as wall shear stress, blowing

rate and pressure gradient. By ruitable rearrangement the results can be grouped in

dimensionless for.--"wall functions"--in a way that facilitates the application of

boundary conditions. Any of the turbulence models mentioned in Section 2 could form
*.the basis for generating such wall functions. In the late 1960s Spalding and his then

students (Runehalb 1968; Spalding, 1967ab; and Wolfshtein, 1967) worked out various
system# of wall-functions based on one-equation Boussinesq models. Yet, these for-

," mally-generated wall functions never became particularly popular partly because, as
generated, they were numerical rather than analytic functions to which analytical

approximations had to be devised. The resulting algebraic complexity obscured the

physics. Consequently, when situations arose where the physics of the underlying

: turbulence model were inadequate, the tendency was to shift to simpler formulae that,

with a little insight, the user could adapt in the light of known experimental

behavior. The wall-function treatments employed by computors at this conference are

broadly of such simpler types, and are summarized below.

F.our formulae have been used to provide the connection between mean velocity and

wall shear stress; these are summarized in Table 2. In the case of a uniform stress

wall layer in local equilibrium, the proposals are all equivalent. Differences among

the proposals only become significant as separation is aprroached. Mellor's form is
based on integration of the streamwise momentum equation (with x-transport neglected);

it assumes the mixing length to be unaffected by streamwise pressure gradients

(Mellor, 1966). 4ere it might be added that from an extensive series of experiments
of equilibrium wall boundary layers in adverse pressure gradients, East and Sawyer

(1979) conclude that the dissipation length scale k 31 2 /c rather than the mixing length
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TABLE 2

---- .. The NeaWall Velocity-Shear Stress Connection

PNOi orm Computor GCroups Literature Source

W K.& .41
S1 n1E n(.0- Rodi (boundary1. -- ) 41. ly rs -

K V

2 .... L... T/ r Mellor Vailer (1966)

1 1  23ansour Pollard Launder &'k 1/2 1 K .23 M•

3 Xn E Chow Spalding Spalding (1974)
w K E 5.0 Humphrey Rodi Rodi

ul/ 2  1/2
VU 1 * yv Launder Chieng &

4s 7 o V Ha Minh Launder (1980)

4b / [v~/ -1 HanJalie

,+ 1l/2• 'v •v/ A
;iw W v

is the scale that most closely retains a universal near--wall form as separation is

approached. All oth' treatments employ the form proposed by Launder and Spalding

(1974) or the variant of Chieng and Launder (1980). In these versions, the character-

Istic turbulent velocity scale is kl/2 rather than (Tv/P) 1/ 2 ; it is the form that

naturally emerges from applying a one-equation Boussinesq model outside of the viscous

sublayer. The use of a constani value of E implies that the edge of the viscous layer

occurs at a fixed value of ykl/21/v (Lpprvximately 20).

Hanjalid's group appears to be the only one to have applied the wall-function

approach to flows involving transpiration. The pover-law velocity distribution that

he uses results from integrating the momentum equation. The formulation employs a
one-equation Boussinesq model and assumes that the edge of the viscous sublayer, yv,

is given by yvkX/ 2 /- - 20, irrespective of blowing rate. This assumption is known not

to hold for large rates of blowing and suction (and, indeed, for large adverne or
favorable streauviae pressure gradients). Current work by R. W. Johnson at University

of Manchester, Inst. of Science and Technology suggests that, on the basis of heat

transfer in separated flows, the sublayer Reynolds-number variation is roughly:
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k12 20 (1 - I0-T/k/2) (3)
V"V

where 4% is the increase in total shear stress across the viscous sublayer. While

this formula clearly gives the correct trends, it should not be assumed as adequate

-for representing the effects of mass transfer or favorable pressure until rich more

testing has been undertaken.

In cases of three-dimensional flow, it seems that computors have applied their

velocity/shear-stress relation to the resultant velocity component parallel to the

wall. For the 900 bend, however, where secondary flows are substantial, Rodi's group

modifies the secondary friction by an extrapolation of the streammise and secondary

velocitiec at the first two nodes away from the wall (see Eq. 9 of the summary of

Rodi's group in Vol. III).

The near-wall treatments of the stresses are not

lisSagreported in sufricient detail to be certain of precisely

the practices of different groups. Diffusion of the

Reynolds stresses to the wall is uniformly neglected,

Eand thus the kinetic energy "floats" at a level imposed

predominantly by the generation and dissipation rates in

the near-wall region. Thus, it is the way in which
VYY Ye these latter processes are represented that largely

determines the level of k in the near-wall region. For1%• kE.J_ •i ':

-E" example, in finite-volume elliptic procedures, the mean

'ikp value of the turbulence energy production over the near-

Iy wall cell, P, is, in the nomenclature of Fig. 1, usually

represented as
I.''

)PP YE r T wUe/ye (4)

T [while, from the Chieng-Launder treatment,

Ira-(U -r (T Tr
• ,Ue- Uv) •w(e " •W) Yv

(cfP + iz (5)
(w P ) w Ye..'k 1,2. eIw e v ae

The second term in Eq. (5) accounts for shear-stres'

variation across the neAr-wall cell. In the uni-

form stress limit, the values of P emerging from (5) are

Figure 1. Near-wall physical typically only one-third of those given by (4),
model: (a) wall-adjacent cell,
(b) asumed distribution of since the latter treatment incorrectly takes veloc-

turbulence energy, and (c) as- ity change across the viscous sublayer as generating
sumed distribution of turbu- ,eturbulence energy. An alternative approach, which is
lent shear stress.
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J;i sometimes employed, is to assume the loCal value of production at the near-vall node,

o, to be equal to the average over the cell. The vean-velocity gradient is then

.determined from the logarithmic law, eg,:

TV (6 )

The near-wall energy dissipation rate has usually been obtained by assuming a univer-

sal dissipation length scile t- and thus c a In a near-

wall flow in local equilibriua, this choice gives a mixing length equal to Ky. A

variation of this approach has been used by Mansour and Morel (see Vcl. II), who

assume a linear variation in t. from the wall to the second node away from the wall.

The level at the second node is then obtained from the e and k values emerging from
the finite-difference solution. This practice leads to lower levels of C near separa-

tion than would be given by a fixed length scale. This difference is perhaps th'i main

reason that these workers report the shortest reattachment letigth of the five groups

tackling case 0421 with the k-c Boussinesq model. e

P • : .... The question arises whether a point or a space average value of c should be used.

W-" Strictly, if the production rate is an averago value over the cell, the.dissipation

. rate should also be so averaged. The usual practice in the codes employed by Pollard,

Humphrey, Spalding, Chow (see Vol. I1I) and cthers is to use the value at node P as

:representative of that over the cell. The Chieng-Launder (1980) formulation, used by

a;. few group., employs an integral .treatment, and includes a contribution ass.oc.Rted '1
,with turbulent energy dissipation in the viscous sublayer.

Au it happens, the widely different practices in handling the .'All-adjacent re-

gion appear to have had to substantial effect on the predictions of the external flow.

They will, however, lead to differences in the level of wall friction near separation.

At present there is an insufft.cient numb-r of cases providing data of Cf where separa-

tion occurs (or is iminent) to allow an tssesament of the relative merits of these

near-wall treatments.
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P. Bradshaw
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INTRODUCTION

The 1968 AFOSR-IFP-Stanford Meeting dealt with flows in which, with one or two

exceptions, the only significant rate-of-strain component was aU/ay. These flows will

hereafter be called "simple shear layers"; jets, wakes and so on are included, as well

as boundary layers. Since 1968 it has gradually been realized that extra rates of

strain, additional to aU/ay, can ha,,e a surprisingly large effect on turbulence--that

is, calculation methods and mental concepts based entirely on measurements in simple

shear layers may significantly underestimate the effect of extra rates of strain.

Even three-dimensionality of the mean flow, which adds an extra mean shear component

aW/ay, can defeat calculation methods based on extension of two-dimensional methods;

for example, the eddy viscosities defined for the x-component and z-component shear--

stresses can be markedly different. In two-dimensional flows, several possible extra

S... strain-rates exist, and even WV/ax (i.e. streamline cuxvature) has a large effect on

turbulence, surprisingly since it is merely an addition to the rate of shear strain.

Once the failure of simple concepts and simple calculation methods to predict the

effects of extra strain rates became clear, modified calculations began to appear. At

first, the modifications were merely ad-hoc correlations of experimental data, gener-

ally oaced on the obvious dimensionless parameter, the ratio of the extra strain rate

to the mean shear •U/ay. More recently, methods based on the Reynolds-etress-trans-

port equations have been devised which predict at least some of the effects of extra

strain rates. Of course, the Navier-Stokes equations and exact equations derived from
them contain the effects of extra strain rates automatically, but the results of the

present meeting show that even the most sophisticated one-point transport-equation

models .'o not give entirely satisfactory predictions of curved flows. A physical

discussion of the effect of extra strain rates should provide a useful link between

the proceedings of the 1968 meeting and those of the present conference on more

advanced flows.

In addition to "extra rates of strain" as defined above, the title of this paper

can be held to include abnormal distributiors of aU/3y--notably, changes of sign--and

fluctuating rates of strain in the form of an external turbulence field. These topics

are discussed more briefly, with references to other reviews. A topic which is

nominally excluded by the title but will nevertheless be included because of its rele-

vance is the effect of body forces (buoyancy or Coriolis for instance) on turbulent

flows; the effect of body forces on turbulence can also be very much larger than would

be expected from simple consideration of time-averaged transport equations.
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Nearly all turbulent flows in which Reynolds-stress gradients have a significant

effect on the mean acceleration are idsrtifiable as sheat layers, perhaps stronglyii•= distorted ones. That is, the Reynolds shear-stress gradiont has a larger effect on

the streauvise acceleration than any normal-stress gradienvs. In strongly distorted

flows, more or less by definition, pressure gradients greatly exceed Reynolds-stres.

gradients over short distances; Reynolds-stress gradients are therefore locally unim-

portant, but the influence of the distortion on the Reynolds stresses may be remem-

bered far downstream, and therefore needs to be represented in calculation methods.

Except in a very few cases such as flow near the stagnation point of an impinging jet,

the ratio of any extra strain rate, much as WV/ax or VU/ax, to the simple shear aU/by

will seldom exceed about 0.1; a flow which is still dominated by the simple shear,

although other velocity gradients are not small enough to justify the application of

the thin-shear-layer approximation (which, roughly speaking, requires extra strain

rates not to exceed about 0.01 3U/ay) may be called a "fairly thin shear layer". We

can therefore distinguish

1. Simple shear layers in which any extra strain rate e is so much smaller

than aU/By that it does not affect the turbulence structure, say

e/(aU/ay) < 0.001.
2. Thin shear layers in which e]•U/Wy is sufficiently small, say 0.01,

that the thin-shear-layer approximation may be applied, but not neces-

sarily small enough for the effect of extra rates of strain on the

turbulence to be negligible.

3. Fairly thin shear layers, 0.01 < e/•U/Wy < 0.1.

4. Strongly distorted flows, e/WU/ay > 0.1.

These classifications, although rough, will be found useful in the discussion

below; note that, alas, it is necessary to distinguish (1) and (2), since effects of
extra rates of strain can be quite strong even in "thin" shear layers. In the cp.ne of

body force6, a quantity having the same dimensions as strain rate can be defined Lnd

used in the same way as e; examples include the use of the angular velocity of rota-

tion in the case of Coriolis force, and the Brunt-Vgis~l9 frequency N in the case of

buoyant flows.

The discussion below will bc based on the exact transport equations for Reynolds

stress, obtainable by simple but tedious algebra from the time-averaged Navier-Stokes

equations. This is not to be taken as an authoritative statement that only calcula-

tion methods based explicitly on Reynolds-stress-transport equations can possibly deal

with complex strain fields (although st,-' is the author's opirion), but since these

equations are the only exact ones describing the evolution of the Reynolds stress It

may be said that any turbulence model is in some sense a simplified representation of

them. If we write the Reynolds-stress-transport equation in words as
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V.. (transport by mean flow) (generation by interaction with mean flow)

(redistribuxtion by pressure-stra.•n fluctuations)

- (transport by turbulent fluctuations)

- (viscous dissipation)

where the pressure-strain term sums to zero in the turbulent-energy equation and the

viscous -disipation tern is negligible in shear-stress equations, we cat see that the

explicit effect of extra strain rates appears only in the generation terms. (In flows

with body forces, extra generation terms appear.) The unexpected feature of the

irfluence of =any extra strain rates and body forces on turbulent flow is that the

change in the Reynolds stresses is considerably larger than would be expected merely

from the size of theme explicit extra terms; it follows that extra ctrain rates must

* implicitly affect the other main terms in the equation, notably the pressure-strain

term or the dissipation (the effect on the turbulent-transport terms can also be sig-

nificant, but, obviously, affects only the distribution of stress rather than its

general level).

EXTRA STRAIN RATES IN TWO-DIMNSIONAL OR AXISY?*ETKIC FLOW

. .The extra strain rates that are known to produce surprisingly large effects on

turbulent boundary layers (say) are

"* (a) curvature, e- V/3x

(b) lateral divergence, e -W/az

(c) bulk compression, e- - divU

where the definition of positive strain rate has been chosen so that it implies an

increase in turbulent intensity and/or shear stress in a boundary layer with conven-

tional axes. Effects of extra strain rates on free shear layers are less well docu-

mented than effects on boundary layers, but there are enough data to indicate that the

effects are again large. Launder (1980) points out that a careful consideration of

the generation term in the shear-stress equation, and the coupling between the differ-

ent Reynolds-astress-transport equations, indicates a rather larger direct effect of

the extra gencration terv* than would appear at first sight, at least for the effect

of curvature, ho~ver, this co~ment certainly does not apply to all of the Reynolds-

stress-transport equations and all of the cases--for example, lateral divergence

markedly increases turbulent kinetic energy, as well as shear stress, but the extra

turbulent energy production rate is n . The work of Keffer (1965, 1967) shows

that rather large changes of eddy structure occur when lateral convergence or diver-

gence is applied to a wake, and there is a good deal of evidence of large changes in

turbulence structure for both stabilizing and destabilizing longitudinal curvature.

Bradshaw (1973) reviews most of the experimental work on the effects of extra strain

rate done up to that time, and an update with sperial reference to stabilizing
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curvature is provided by Gillis and Johnston (1980). There is little doubt that a
real problem still exists, and that further experimental and theoretical work is

needed before calculation methods can be used to predict the effects of extra strain

rate with reasonably quantitative accuracy6

. Qualitatively, the effects of longitudinal curvature of the streamlines in a flow
with fixed boundaries art very similar to the effects of Coriolis force in flow rota-

ting about a spanwise awis, not unreasonably since a rotating flow has curved stream-

lines as seen by a fixed observer. Structural changes observed in buoyant flows are

also qualitatively similar to those seen in curved flows; crudely, buoyancy forces due

to density changes in a gravitational field are equivalent to "centrifugal force".

Quantitative analogias between buoyant flows and curved flows can now be regarded as .

superseded by the increasing experimental knowledge of curved flows as such. There is

ample evidence that unstable curvature produces a tendency to longitudinal vortex

motions, which appear (Hoffmann and Bradshaw, 1981) to be effectively steady patterns

rather than modifications of the large eddy structure of the turbulence proper. Stab-

ilizing curvature produces a marked reduction in turbulence intensity in the outer

part of the shear layer, but again the large eddy structure appears to be qualita-

tively the same. Quantitative changes, in stress/intensity ratios and dimensionless

triple products, can of course be quite large. "4

The effect of lateral divergence can be attributed to the intensification of

spanwise vorticity in the large eddy motions; Keffer's measurement and flow visualiza-

tion in a wake show this rather well, although compared with the amount of attention

I .given to streaxline curvature effects the effect of lateral divergence has not been

very well covered by experimenters. A hint th:t large changes in large eddy structure

may occur in general is given by the measurements of Smits et al. (1979) who found

that the flow over a body of revolution in which concave longitudinal curvature was

followed by lateral divergence did not develop the longitudinal vortices that would

have been expected if such curvature had occurred without lateral divergence. p

The effect of compression or dilatation of turbulent shear layers is again not --_

very well documented, but Rubesin (1977) has shown that at least two of the current

transport equation turbulence models for compressible flow will reproduce bulk com-

pression effects at least qualitatively. However, the mechanism of compression

effects (J. E. Green, private communication) appears to be the reduction of cross-

sectional arei, in the x,y plane, of fluid elements, leading to an increase in their

spanwise vorticity, so one might expect the effects on eddy structure to be mach the

"same as in lateral divergence. The best documented effect of bulk compression is

certainly surprising, being the tendency for skin-friction coefficient to increase,

and shape parameter to decrease in strong adverse pressure gradients at high super-

sonic speeds. The effects are very much larger than would be expected merely from the
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-a - h.--nuber efiect, on-these parameters. The work of Narasimha and Vievanath (1975) on

centered expansions at sharp convex corners showed a marked redciition in turbulent

Intensity, partly attributable to convex Curvature but apparently owing something to

the dilatation as such. Very large rates of dilatation occur in combustion processes,

and flow visualization pietures of turbulent combuetion flame fronts seem to show much

less winlkling than one would expect in a non-combusting flow at a similar Reynolds

number, suggesting that the fine structure, at least, umy be partly suppressed by

dilatation--but this is a subjective judgment, anJ the effects of extra strain rate

must be accounted among the minor problems of modeling turbulent combustion! The

table below sets out recent experimental work on extra strain rates.

TAABLE 1

Recent Experimental Work on Complex Strain Fields

(a) Boundary layers on curved surfaces (C,231-0233)

Brinich and Graham, 1977, Crane and Winoto, 1980; Ellis and Joubert, 1974;
Gillis and Johnston, 1980; Hunt and Joubert, 1979; Mayle at al., 1979;
Mayle et al., 1977; Ramaprian and Shivapr~sad, 1977; Ramaprian and
Shivaprasad, 1978; Shizawa et al., 1980; Shivaprasad and Shivaprasad, 1978;
"Smits et al., 1979; Sundarasivs, 1980.

(b) Wall jets on curved surfaces (0263, 0331) .

Alcaraz et al., 1977; Guitton and Newman, 1977; Wilson and Goldstein, 1976.

(c) Rotating flows (0372)

Furuya et al., 1977; Ibbetson and Tritton, 1975; Koscimileder, 1979; Koyama
et al., 1979; Kuzay and Scott, 1977; Lezius and Johnston, 1976; Rothe and
Johnston, 1975; Rothe and Johnston, 1979.

(d) Vortices and swirling flows

Baker et al., 1974; Escudier at al., 1980; Panton et al., 1980; Fullin and
Perry, 1980; Uberoi, 1979; Young and Rao, 1978.

(e) Lateral convergence/divergence (0142, 0143)

Kaffer et al., 1978; Patel and Lee, 1978, Patel at al., 1974; Robinson,
1974; Saits et al., 1979; Tanaka and Tanaka, 1976; Taiaka and Tanaka, 1977;
Witze and Dwyer, 1976.

(f) Compressible flow in pressure gradient (8403, 8411, 8631)

Fernholz and Finley, 1980; Laderman, 1980.

-, See also the references for the test case flows whose case aumbers ara given in
parenthes-j..
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BODY FORCES

As commented above, the two main forces, buoyancy forces and Coriolis forces,

both produce qualitatively the same effects as surface curvature. Judging by the

success of conventional turbulence models in pridicting vertical plumes and vertical

free nonvection boundary layers (e.g. Cebeci and Khattab, 1975) longitudinal body

forces do not have a very large effect on turbulence. However, body forces acting

normal to the plane of a shear layer produce large effects which are a matter of

everyday meteorologieal experience. Large bodies of meteorological data exist (e.g.

the book edited by McBean, 1979), but at this point it should be commented, without

rancor, that standards of accuracy in meteorological prediction methods are poorer

than thoce to which engineers aspire, so that turbulence models which are acceptable -

for meteorological purposes ought not to be taken over for engineering purposes with- I',-
out careful scrutiny. Qualitative meteorological data and concepts have proved

extremely valuable in forming our ideas about the affects of extra strain rates: e.i-

dence for the presence of longitudinal vortex rolls is a case in point, and the preva-

lence of internal waves in meterological flows should encourage one to seek them in 4..

curved or rotating flows also.

The lateral body forces found in shallow layers of rotating fluid can produce
various spectacular effects (Turner, 1973) including the generation of hurricanes,

tornados and their laboratory equivalents, but there appears to be little information A

about changeb in turbulence structure, and designers of rotating machinery generally

regard these effects as being submerged in the general difficulties of predicting

three-dimensional shear layers, the effects of roughness, and transient conditions.

THREE-DIMENSIONAL FLOWS

Most unfortunately it has not proved possible at this Conference to present basic

test cases for three-dimensinnal boundary layers on swept wings, and other mildly

three-dimensional flows. The results of the Trondheim meeting reported by East (1975)

showed remarkably poor agreement between all available boundary-layer-calculatIon

methods and the three-dimensional separating boundary layer investigated by van den

Berg and Elsenaar (1975). Other data sets produced disagreements which were qualita-

tively similar but less spectacular; and the general consensus is that current calcu- ...

lation methods of all types overestimate the spanwise component of eddy viscosity

(that is, the ratio vw/(•W/ay) in conventional axes). Rotta (1976, 1979) and

Schneider (1977) have attempted to correlate the differences in eddy viscosity, or its

equivalent, in terms of the difference in direction between the shear-stress vector

and the velocity or velocity-gradient vector. These attempts have not been wholly

(Ed.: See also the remarks by J. Wyngaard, Vol. I, pp. 314-316.]
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satisfactory, and it certainly does not seem thot •W/ay can be regarded as an "extra

strain rate" in the sense discussed above (it should be noted that in most three-

dimensional boundary layers in wind tunnel experiments, DW/ýy is given quite accur-

ately, in the outer part of the layer, by the inviecid secondary-flow formula based on

turning angle, and it may be that the rate of change of flow angle, roughly 32W/ x~ y

or poosibly just WW/ax, may be the relevant "extra strain rate"). The van den Berg

experiment has been repeated by Pontikos (1982). 2'

This writer, at least, feels that investigation and modeling of mildly three-

dimensional boundary layers should have a high priority in turbulence studies, if only

because persons inexpert in the subject (at least!) are likely to doubt the com-

munity's ability to predict strongly-three-dimensional flown with imbedded vortices,

while the swept wings that have been in service for the last thirty years or so still

present us with such fundamental problems.

ABNORMAL DISTRIBUTIONS OF aU/3y

Eddy-viscosity-based methods, whether they employ transport equations or simply

algebraic formulae, fail rather obviously in flows where aU/Iy changes sign (except

for symmetrical flows where eddy viscosity is well behaved at a velocity peak although

mixing length is not). In general, the shear stress is non-zero at the point of zero

alU/ay so that the eddy viscosity is, or should be, infinite. In most simple asymmet-

ric shear layers, such as wall jets, the distance between the points of zero shear

stress and zero ;U/3y is small, and the overall results of eddy-viscosity methods are

not too seriously in error. However, this shortcoming of eddy-viscosity methods may

be resp3nsible for a large part of the error in predictions of recirculating flows-

although stress-transport models are not very successful in this case either.

The reason for the separation of the points of zero shear stress and zero velo-

city gradient is the turbulent transport of shear stress in the y-direction; models

which represent this adequLtely seem to have no trouble in simple asymmetric shear

layers (or, presumably, in shear layers with negative BU/ay imposed in the free

stream). ...

The boundary layer and wake of a muiti-element airfoil (fitted with a leading-

" edge slat and one or more slotted trailing-edge flaps) form a severe test case for.-

.. turbulence models, since the wake of one element merges with the boundary layer on one

' surface of the next element and the velocity profile at the final trailing edge can

4 have several reversals of gradient. Also, small separated flow regions are usually

=" present, even at design conditions.

- FREE-STREAM "TURBULENCE"

The quotes are advisable because, particularlyv in tucoo0mnhncerv. f,--stream

disturbanceb may include periodic and/or irrota',ion- t~at• true
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turbulence. The test case for this meating, nominally-isotropic grid turbulence, is a

somewhat idealized one, but few systematic investigations of real-life sources of

free-stream disturbances exist. Hancock (1980) to wihom the test case of Flow 0211 is

originally due, reviews measurements in shear layers with grid turbulence at some

length. The work of Walker (1972) on the intersec;:ion of (moving) blade wakes with

the following row of (stationary) blades in an axial turbomachine, which is being
extended by Schultz at Oxford, would be an ideal subject for modern conditional sampl-

ing techniques.

MOnELING

The essential question iU modeling flows in compjex strain fields is, of course,
whether the empirical constants in the model become functione of rate-of-strain para-

meters like e/(aU/3y) or, better, eL/q where L is a turbulence length scale and q is a
velocity scale such aq (uil . With the exc-ntion of e E - div U, the appearance of
e-deperident parameters destroys the rotational invariance of the model, and nince the

use of rotational invAriance to establish relations .>etween modeling constants is

common practice, this is an embarrassment. However, Launder (1980) has succesafully

added non-invariant terms (proportional to production by normal stresses) to his dis-

sipation transport equation in order to improve predictions for thin shear layers

subjected to a range of values of aV/ay; although aV/Vy is, of course, nominally an
extra strain rate, it is not generally thought to have "surprisingly large effects".

Therefore, non-invariant allowances for the mean extra strain rates of interest should
not be regarded as illegal, immoral or even inconvenient. As indicated above, most

flows that are controlled by Reynolds-stress gradients are identifiable shear layers, "
and the axes to which the model equations arr- referred can be aligned with the direc-

tion of the shear layer, perhaps automatically by the computer.
The loss of rotational invariance remains an embarrassment, and several authors

have obtained good agreement between invariant model predictions and some experiments

on flows with extra strain rates. For example, Gibson (1981' compared predictions of

a uiuJ - C model (essentially Launder's) with the data of Castro and Bradshaw (1976;
flow 0331 of this conference) in a strongly-stabilized cur'ed mixing layer. The

"' effects of curvature were reproduced to an accuracy not much ooorer than that of the

Sdata. However, results as good as those of a full transport Uodel were obtained by
assuming a length-scale correction factor I - 2 .lRf = 1 - 4.2e/(3U/Iy) where Rf is a
curvature parameter analogous to the flux Richardson number. 7he empirical constant

2.1 was chosen to reproduce the length-scale variation calculated by the full trans-

port model, but correspondG closely to a best-straight-line f it through the plot of
L/LO agaiist Rf 6 iven by Castro and Bradshaw. It is much smaller than the factor of 5

to 7 needed to reproduce small curvature effects. The flow is so highly curved that a
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linearized cocrection is certainly not strictly applicable; curvature effects in the

experiment are limited by nonlinear effects-such as the non-negativity of dissipation

rate-so that the linear correction successfully used by Gibson probably represents an

approximation to a eurve in the Rf, L/L 0 plane which sterts as L/to = 1 5Rf (SAY)

for small Rf and necessarily limits as L/LO + 0 as Rf + a®. Similar comments apply

to the correlation for strongly stabilized boundary layers on convex surfaces

developed by Gillis and Johnston (1980). Irwin and Smith (1974) show that their

version of Launder's model (Hanjali6 and Launder, 1972) rpproduces curvature effects

in the outer layer but not in the inner layer (the reason being that the model

response to curvature depends strongly on v 2 /u 2 ).

Rubesin (1977) shows that the transport-equation model of Donaldson and the eddy-

viacosity-transport model of Wilcox reproduce the surprising rise in skin-friction

coefficient in retarded supersonic boundary layers. The question of how they do it is

meaningful only if one finds the rise surprising, but certainly simpler eddy-viscosity

or stress-equation models do not show a rise in cf. Wilcox's model also gives good

results in curved flowe, evidently becausc v 2 , which receives the extra production

rate --7• aV/ax, is used as a velocity scale in preference to the more usual u2.

The writer is not aware of any successful computations of laterally-diverging

flows by models without e-dependent correction terms; prediction of the radial wall

jet, which has about the same dS/dx as the plane wall jet and herefore twice the

entrainment rate, would be a suitable test case. As mentioned above, fully-three-

dimen.ional flows present basic problems.

Simple corrections for extra strai.. effects are generally implemented in the

apecification of length scale. In length-scale or dissipation-transport equations, e

na'.urally appears in the form

DL
-- "Cl e L + . .

DC
or D-e +...

and if we neglect coupling with other equations this form predicts exponential growth

or decay, whereas what really happens in response to-say-a small step change in e is

that L changes, with a time constant. of order 106/U, to values which are roughly those

predicted by L/Lo - 1 + lOe/(3U/3y). It seems unlikely that coupling will remedy the

implausible behavior of the transport equation because the e-dependent terms do not

contain the dependent variablen of other transport equations.

Recently several authors (e.g. Townsend, 1980) have used rapid-distortion theory

to calculate Reynolds stresses, or stress ratios, in complex strain fields. Now

rapid-distortion theory is strictly applicable only if the extra terms introduced with
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the Reynolds-stress-tranaport equations by the distortion (soy, the e:tra production

in the turbulent-energy equation) are large compared with all existing terms (say, the

dissipation rate). This is very nearly the same as requiring e/(U/ay) >> 1, which

is so far from being satisfied in most cases of practical importance that this writer

believes the quantitative results of rapid-distortion theory to be untrustworthy. 'In

brief, the theory supplies a model of the pressure-strain term which is valid in the

limit e/(BU/Iy) + - but is at best only a qualitative guide for e/( aU/ ay) < 0.1.

The present pobition, therefore, is a not dnfamiliar one in turbulence research;

some calculation methods reproduce some of the experimental results, but the process

by which they do it is unclear or unrigorous. In assessing the calculations submitted

to this conference, the question of whether, and how, the models simulate the effects

of extra rate of strain stands out as the basic question to be asked about our pro-

gress since 1968.
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COMPRESS I LITY EF•ECTS IN •U1ILENUF MODELING _ -

M, V . Rbesia e s ....
NASA Ames Research renter

Moffett Field, California 94035, USA

INTRODUCTIoN
T'adit.onilly, develop-aenzs tn turbulence modeling have beer. mL'de in analyses

which take advantage of the considerable simplificatioL? that result from the assump-

tion of constant-fluid propertieý. Modelers dealing with problems involving chemistry

o: high-,peed Aero.ynatamics haVP had to modify such models to account for the varia-

tions in the real-fluid properties. In keeping %ithir, the spirit of the present con-

fernnee, where fluid mechanics is cmphasized relative to heat aztd mass transfer, only

those property variations due to compressibility in an adiabatic flow will be treated - .

here. Thr fluid will be rireate6 as - sng](e apeciebo

,he manner of accounting for compressibilitv depends to a large extent on the

bas!c type o f n, rdeJ bet.z modifted. The prEsent discussion will distinguish between

models that are used with integral quantities represented by ordinary differential

equationu or those that are utsed with partial differential conservation equations.

The modifications to the latter model -ill be classified according to whether they

employ an eddy viscosity or deal ditectly with Reynolds stresses. In addition, the

eddy-viscosity models are distinguished between algebraic models or models that use

two transport equations to define the local intensity and scale of turbulence. Final-

ly, a brief descrinciou i3 given of the effects of compressibilitf on turbulence that

were found in a numerical simulation of low-Reynolds-number, homogeneous shear flow.

COMPRESSIBILITY CORRECTIONS IN BOUNtDARY-' ii' INTEGRAL 1fETHODS

The boundary-layer lag entrainment meth~d of Green et al. (1q73) ::11 be - to

illustrate how comprassibility corrections are introduced into integral methods. The

salient points in the compressibility modifications are outlined in Fig. I. The local

mean density is used in the definitions of the displacement and momentum thicknesses,

and, consequently, in the shape factor H. An additional shape factor, T, is intro-

duced which in its numerator accounts for the mean density across the boundary layer

as well as the displacement. For incompressible flow this shape factor reduces to the

;sua) H. The entrainment factor, also containing local density, is related empiri-

tally to the H, in the same manner as are their incompressible counterparts. The von

KArmAn integral relationship in its compressible form contains an additional Mach

number squared term in the group containing the shape factor. Additionally, the local

skin-friction coefficient on a flat plate, used as a reference quantity for the actual

skin friction, is found from its compressible relationship employing the Reynolds
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number based on momentum thickness but where the variables are stretched to account

for compressibility in the manner introduced by Spalding and Chi (1964). Inciden-

tally, the particular stretching functions used by Green et al. (1973) for introducing

compressibility differ considerably from the Spalding and Chi forms, or those forms

that result from reference temperature methods (Summer and Short, i155) or transror-

mations auch as Van Driest's (1956) or Coles (1962). The local skin-friction coeffi-

cient in the preserce of a pressure gradient is related to its corresponding flat-

plate quantity through the local I and an 110, the latter being consistent with the
flat-plbte skin-friction coefficient and the local Mach number. The local shape

factor, H, is related to T by use of an adiabatic, Crocco relationship. The entrain-

ment equation utilhzes compressible forms of the shape factors and the local skin-

friction coefficient. The lag equation, which Is based cn the Bradshaw aad Ferriss

version of the turbulence kinetic energy equation (1971), is modified to account for

compressibility through the use of local. densities and of compressible versions of the

parameters defined earlier.

COMPRESSIBILITY CORRECTIONS TO MODELS FOR USE WITH

PARTIAL DIFFERENTIAL CONSERVATIONS EQUATIONS

Averagina Processe,

Preliminary to correcting turbulence models for use in the solution of the par-

tial differential conservation equations governing the flow of a compreosible fluid,

it is necessary to adopt a particular set of dependent variables in which to express

the flow field. Two approaches are indicated in Figs. 2a and 2b. Both approaches

begin with the instantaneous partial differential equations for the conservation of

mass and momentum, and an algebraic relationship representing the conservation of

energy in an adiabatic flow. The first method is based on expanding each dependetnt

variable as the sum of a mean and fluctuating quantity. Then the equations are

averaged in the Reynolds sense, where the average of an averaged quantity remains

unaltered and that of a single fluctuating quantity vanisheq. Cnly moments of fluctu-
ating quantities result in nonzero average turbulence quantities. The averaging pro-

cess transforms the conservation and energy equations to those indicated in the lower

half of Fig. 2a. Unlike the case of incompreAsible flow, where this expansion and

averaging process introduce only a single moment tensor (the Reynolds stresses), now

many additional moments occur that are dependent explicitly on the density fluctua-

tions or mass flow fluctuations as indicated by the starred quantity. For steady-

state boundary-layer flows, these additional terms do not introduce significant diffi-

culties. Here Trui is clearly negligible relative to -IU1 and this allows the evalua-

tion through continuity of the entire group ou2 + 'Pr2 . Also, the only significant

Reynolds stress occurs in the term where J - 2 , i.e., normal to the surface, and
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there the u term is of smaller order than puju-. With the neglect of third-
order correlations, and uae of these order-of-magnitude arguments, it was not neces-

sary to model the density fluctuation terms. When the boundary-layer order-of-

magnitude arguments break down, as in the region near separation or in recirculating

flows, the principLI density fluctuation terms cannot be argued away and must be

modeled. A model that does this will be described briefly later.

An alternative means of deriving statistical conservation equations for turbulent

flow is to uue the mass-weighted dependent variables introduced by Favre (1978). In

this method, the velocity components (and temperature and enthelpy) are resolved into

the sum of a mass--eighted mean plus a corresponding fluctuation. In Fig. 2b these

are represented with superscript tilce and double primes, respectively. The rules for

averaging the mass-weighted qua .tities are indicated on the figure. The mean of a

mass-weighted mean quantity is itself. The mear of the mass-weighted fluctuating

quantity is no, zero; but terms crntaining single mass-weighted fluctuations can be

made to vanish by mnss-weighting them with t',e density before averaging, i.e., -'

- 0. The conservation equations that result from this operation, indicated in Fig.

2b, contain no more terms than their incompressible counterparts. In addition, the

Reynolds-stress components retain their symmetry, unlike the starred quantity in

Fig. 2a.

From a computational viewpoint, with an eddy-viscosity model these equations are

in the same conservation form and possess the sa".e dependent variables as the equa-

tions governing laminar flow. The same solution algorithms can be applied to both

types of flow without alteration, and this alone has made the use of mass-weighted

variables very popular. From a modeling viewpoint, there is an apparent simplif ica-

tion in that the effects of turbulence are felt in the conservation equations primar-

ily through the Reynolds stresses. It will be indicated later that in modeling these

Reynolds stresses with field equations, questions about der-ity fluctuations will

reappear. The effects of viscosity fluctuations in TiJ are usually small.

Eddy-Viscosity Models

The mass-weighted Reynolds stress can be expressed in terms of an eddy viscosity

with the tensorial constitutive relationship indicated at the top of Fig. 3. This

. relationship differs in form from its incompressible counterpart in that the mean

rate-of-strain term is modified by a term containing the mean divergence, which in

compressible flow is not equal to zero. This modification allows the trace of the

Reynolds-stress tensor to reduce to twice the kinetic energy, as it should.

The lower part of Fig, 3 shows an eddy-viscosity model that is currently popular

for use in the solution of attached compressible boundary layers or flows with small

9 •regions of separation. The forms shown are identified with Cebeci and Smith (1974)
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but are characteristic of the extensions to compressibility used in several other

models (e.g., Maise and McDonald, 1968; and Price and Harris, 1972). The model I

divides the boundary layer into an inner and outer region, reflecting the concept of

the wall and wake regions of incompressible flow (Coles, 1956). In the inner region,

other than in the use of the compressible form of strain, compressibility is intro-
.J%

duced in this model by the local density in the definition of the eddy viscosity and

by modifying the Van Driest (1956) damping relationship for the mixing length to uti-

lize the physical properties at the wall. Away from the wall, the mixing length

remains as in incompressible flow. In the outer region, the eddy viscosity again

depends on the local density. The length scale, as in incompressiLle flow, is set

proportional to the kinematic displacement thickness or to the overall boundary-layer

thickness and is, therefore, only implicitly dependent on the compressibility.

The aforementioned algebraic models imply an equilibrium between the mean motion

of the fluid and its locAl turbulence. When changes occur rapidly in a flow field,

the turbulence may lag the mean motion and, to allow for this out-of-equlibrium state,

models have been developed that utilize transport equations for the turbulence itself.

The simpler of such models represent the transport of variables used in defining an

eddy viscosity. The eddy viscosity, then, can be out of equilibrium with the mean

motion. The Reynolds stresses, however, being tied to the mean motion through consti-

tutive relationships, react immediately to changes in the mean motion, even though the

magnitude of this reaction is mitigated to the extent of the lag of the eddy viscos-

ity. Thus, eddy-viscosity models are still tightly coupled to the mean motion even

though differential equations are used for the turbulence quantities. Typical of such

models is the' Jones/Launder "k-c" model shown in Fig. 4. In this model, the eddy

viscosity is found from the local turbulence kinetic energy and dissipation rate.

This model has been extended to compressible flow by computational methods (e.g.,

Viegas and Horstman, 1978), where the kinetic energy and dissipation rate have been

interpreted as mass-weighted quantities. The equations defining these quantities are

identical, term by term, with their incompressible counterparts except that the local
4.

density applies and the nonzero divergence of the mean -notion is taken into considera-

tion. Earlier analyses (Rubesin, 1976; Wilcox and Alber, 1972; and Wilcox and Traci,

1976) showed that applying mass-weighted averaging to the turbulence equations intro-

duced additional terms that were dependent directly on the compressibility and had no

counterpart in the corresponding incompressible equations. Mass-weighting alone does

not account entirely for all the effects of compressibility. These additional terms

where density fluctuations appear explicity were modeled (Rubesin, 1976; Wilcox and

Alber, i972; and Wilcox and Traci, 1976) but subsequent calculations with these mod-

eled terns (CoakLey and Viegas, 1977) showed them to be relatively unimportant in a

variety of flow fields at Mach numbers below 5. If these extra terms are neglected,
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the equations for the kinetic energy and the dissipation rate .,hown in Fig. 4 are

identical in form with their incompressible versions. The effect of using the local

mean deniity in these equations can be illustrated by considering their behavior in

the logarithmic region of a eompeessible boundary layer. If the mean transformed

velocity is expressed in logarithmic forni, and the local shear is related to the wall-

shear and mass-weighted kinetic energy as indicated in Fig. 4, the resulting density

scaling within the turbulent transport equations is indicated in the bottom of the

t-gure. The use of the local mean density in the transport equations then provides an

eddy viscosity in the log region of a boundary layer that is identical with the one

resulting from the mixing-length model shown in Fig. 3.

_ynoids-Stress Models

Model.s for the transport of each of the Reynol~s stresses in compressible flow

have been developed in both primitive and mass-weighted dependent variables. The most

complete model in primitive variables is due to Don.ldson and his colleagues (e.g.,

Donaldson and Sullivan, 1972; and Sullivan, 1978). !, is expressed in a set of par-

tial differential equations for the variables indicat'd in the upper part of Fig. 5.

The len,'Th scale in this model, A , can be prescribed algebraically or with a differ-

ential equation that evolved from an equation representing two-point correlations.
Note that the first moments involving density fluctuations are part of the set of

modeling equationb. To close these equations, tensor invariant models for 41 other

second- and third-order moments are developed. Many of these are necessary to account

explicitly for the density fluctuations.

Reynolds-stress transport models have also been developed in mass-weighted depen-

dent variables (Dussauge, 1981; and Wilcox and Rubesin, 1980). Again, as in the two-

equation models, the effects of density fluctuations are largely implicit. This

reduces the modeling required to close the turbulence-transport equations to about

12 moments. The important terms representing the correlation of thk- fluctuations of

pressure and rate of strain are treated by forms identical to their incompressible

counterparts, but with the mean rate of strain modified by the mean dilatation. The

assumption leading to this approach is that the mass-weighted turbulence is solenoidal

ita form, so that even in a compressible flow the trace of the pressure rate of strain

terms vanish. This approach is consistent with the form of the mass-weighted kinetic-

energy equation indicated in Fig. 4. The length-scale parameter, either the dissipa-

tion rate, E , or the dissioation rate per unit of kinetic energy, w , is again found

from an equation identical to that used in the corresponding two-equation model.

COMPRESSIBILITY SIMULATION

The effect of compressibility on turbulence has recently been studied in a numer-

ical simulation of a homogeneous shear flow (Feiereisen et al., 1981). Although the .
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computation is restricted to low Reynolds number and zero mean dilatation, come of the

"effects of compressibility observed in the computations are quite interesting and may

apply to a broader range of conditions. The contributionr of compressibility can be

delineated quite clearly in wave number space by resolving the Fourier transforms of

the velocity vectors into components perpendicular and parallel to the wave number

vector, i.e., the solenoidal and "compressible" components, respectively. The contri-

butions of each in real-space statistical correlations is then evaluated. It was

found that the contributions of the "compressible" parts of the Reynolds stres.9es and

dissipation were very small. Special care also was taken to include the effects of

density fluctuations on the fluctuating pressure in the pressure rate-of-strain corre-

lations. Incidentaliy, this effect was neglected in the Poisson equation for pressure

used in the Reynolds-stress models described earlier. For the high turbulence Mach

number of the calculations, it was found that these density-fluctuation terms contri-

buted as much as the normally retained "slow" and "fast" terms. Where the turbulence

Mach number is reduced to that likely to be encountered in aerodynamic environments,

however, even at H - 5 , the contribution to the pressure rate of strain is negli-

gible and gives some degrec of justification to the neglect of the contribution of

"density fluctuating terms in the Reynolds-stress models discusoed earlier.
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REF. GREEN'S LAG ENTRAINMENT METHOD

"" USE LOCAl. MEAN DENSITY IN DEFINITIONS OF 6,0, AND H

* ADDITIONAL SHAPE FACTOR: H 1 !/0 1 - dy

* ENTRAINMENT FJCTOR H1 i 1/0 - " EMP (A•)

. COMPRESSIBLE MOMENTUM EQ. (i.e. INCLUDES M
2 

TERM)

" MODIFIED INCOMPRESSIBLE FLAT PLATE SKIN FRICTION - FcCfo-f (FRRO)

* LOCAL SKIN FRICTION - Cf - f2 (C1 H0o H) H, - f3 (Cfo ,MW.0'0

LOCAL SHAPE FACTOR - H f4 (H), ADIABATIC RELATIONSHIP

" ENTRAINMENT EQ. - UTILIZES COMPRESSIBLE SHAPE FACTORS, Cf

LAG EQUATION (CE) - BRADSHAW FERRISS r/p EQ. FOR (r/p)MAX

H = CONST. DEFINES EQUILIBRIUM

dCE
S -- I Ic1. H, M)

*(An empirical function of iF

* ... Figure 1. Compressibillty corrections in integral methods.
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CONTINUITY p t +(pul). j-0

MOMENTUM (,u)t+ (puju1 + fip- ri) 0* M(j(u1~j + Uj~j) 33 6ij Uk~k)

ENERGY P + %PIjUI 1 PCpTt

REYNOLDS AVERAGING u0j 131, !,P +p P, A 0~

W,_ t_ + 03- + ,,10(a

+ .,U W- + =C Ttot CONST.

WHERE * ýu j

AND ý-j 29 1i + 2473,, WITH S11  (u11j + Uhl1) - 6ij Uk~k3

MASS WEIGHTED AVERAGING

Uj - uj.u',', P= + P

A A, A'=0, A":*0 but pA" 0

t. + (ýj. =0

t + -~ +o'u~J =0(2b)

+ 7u.U. + ý-''i' Cp T, 0 t CONST.
;5 2ý '

WHERE

FK. 2W1 ij+ ~J2W9, Si +2'i

WITH Siji.u~ + U-j 6i U

,A-

Figure 2. Averaging proce&eses in compressible flows.
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CONSI ITUTIVE RELATIONSHIP

-Pij V"-.23 ý ý+U SjWHERE ii / Sj+ýý-/6~~

BOUNDARY LAYER MODE'.

INNER LAYER t V2 v i2

K=y -exp VWA+

OUTER LAYER , += ..O5 I 6k'I1 * 5(Y/6)6J

6k -~i ~ dy

OR = 0.09 6

-4

Figure 3. Compressibility correctinns to eddy-viscosity models; algebraic models.

e.g. JONES.LAUNDER

"l t .. C IU -

Dt - = P- #f+ +

_Dc f c2  P.JSp -= C1 "-'k P-C 2 i7" + ( ' C. )..

P _ 1 - i 2 /3 k + 2 ,.t (Si i u i 'j

IN LOG REGION OF COMPRESSIBLE BOUNDARY LAYER, WHERE

U 1i

U 1 In -4 BF , U / 7 d u , & r r w .2
U. K ZS Pw .

w 0 P

Pw

Figure 4. Compressibility corrections to eddy-viscosity models; two-equation models..
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PRIMITIVE bEPENDENT VARIABLES eg.Donaldson and Sullivan)

P.DE, FOR 01, h, j* K, ... ý, Fuh'ý, ,7-, A (22 Equations)

MODELS FOR 41 MOMENTS: e.g. ~uiuu, ujp'p. Uj, MU',

P ui U!" ju ' . . . . . .

MASS WEIGHTED DEPENDENT VARIABLES (e.g. DUSSAUGE, WILCOX)

P.D.E. FOR h,1 Ii . 0uj', u'h'. to (15 Equ ont±nf)

MODELS FOR 12 MOMENTS: e.g. UoiuIUk",UVP' (ukI,+ Ui 0,

V~igure 5. Compressibility corrections to Heynolds-stress transport models.

(FEIEREISEN, REYNOLDS AND FERZIGER)

SCOPE

HOMOGENOUS SHEAR FLOW

UNIFORM MEAN PRESSURE AND TEMPERATURE

FINDINGS

o COMPIRESSIBILITY CONTRIBUTES LITTLE TO REYNOLDS
STAES& ES AND DISSIPATION 7

*ALTHO( GH COMPRESSIBILITY CONTRiBUTION TO PRESSURE,
RATE OV STRAIN CORRELATION WAS SHOWN TO BE
SIGNIFICANT, FOR A BOUNDARY LAYER ATM < 5 EFFECT
IS NEGLIGIBLE

Figure 6. Compressibility effects observed in tu.'bulence simulation.
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DISCUSSION

.I

SESSIONS I AND 1I

The discussioo on these sessions focused on the "Taxonomy" paper of I. Fervdger,

J. Bardina, and G. Allen. Most of the detailed counts related to numerical methods".

rather than turbulence modeling. All relevant points were noted by the authors and

have been incorporated in the final version of the paper above.

i
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INTRODUCTION TO SUMMARIES BY WCIIN!CAL "PORTERS

(Sessions III through XII)

An important feature of the 1981 conference was the presentations made by the

Technical Reporters summarizing the results obtained fiota the Computor Groups for

various classes of flow cases.

This was a difficult task not only because of the short time available betieen

the receipt of the computer plots and the date of the Conference, but alac owing to

the vast amount of outputs in many of the flow cases. The Technical Reporters were

given a free hand in their presentations to the Conference. They were asked to high-

light the significant results in the comparison between data and computer output, and

were given the option whether to include all the results presentcd to the Conference

or to make an illustrativc selection of results.

As a result, the presentations at the Conference varied considerably from one

Techn 4 1i Rannrt^• o another. Some preferred to rely on a verbal presentation,

others preferred a visual presentation with carefully prepared viewgraphs. In all

cases these presentations were of critical value to the conference participauts since

they were having their first introduction to what the Computor Groups had achieved in

this comparison between data and computer output. These presentations, therefore,

were an important step towards achieving a full and active discussion in the relevant

sessions and in the after-dinner discussions. All the discussions were carefully

reported by the Technical Recorders and were edited during the meeting by participants

and finally by the Session Chairman. The edited summaries of the Technical Reporters

have been reprodoced in these proceedings where the Editors considered the information

provided in them added to the information which could be obtained from:

(i) the computors' summary reports, in Volume II;

(ii) the plots for each flow case; see Plates 1-187 in Volume ILII;

(iii) the session di-scussions, in this volume.

Where reproduction of the Technical Reporters' presentations would require a

duplication of many plates presented in Volume III, the Editors' decision has been to

omit the material in this volume. This reduced the possibility of errors arising from

amendments to the output and flow descriptors or from omissions in Reporters' figures

owing to late subisasioni of plots.

It Is recommended that study of the flow cases should begin through the informs-

tion given in this volume under the relevant session, including the details given

The term "plate" in these proceedings refers only to the output or compurations CoM-

pared to data in Volume 111; other illustrationj are called figures.
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under the Techni~cal R.eporter's summary and the discussion, vith referonce to the

plates and Computorst summaries It Volume 111, as appropriate.

In reference to the plates and figures in the Reporters' remarke i.t is important

to note that data are aarked by 6pen diamond-shaped niymbols (as in Volume 1); the data

are plotted directly from the Data Library Tape. Computer output is presented

generally as continuouc full linen with no 9yabols (or an filled-in symbols, crosses,

or X marks).

The plots are labeled according to the turbulence model classification described

in the taxonomy section of this volumie.
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F"~SION III

Chairman: A. Roshko

Technical Recorders:

.4.-

L. Smits
S. Caruso

Technical Reporter

R. Chevray

INCOMPRESSIBLE FREE~-SHEAR FLOWS

Cases 0311, 0381, 0471 -Sim~ple Strains
0331, 0382 -Extra Strains
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Methods Used-Session III

case

Hethodt 0311. 0381 0471. 0331 0382.............

AKEZ 0 0

BKEZ a 000

ABKEX 0

PHKEC 0
13KWX0

LRSTC0
-L --

RSEC 0 0 ...

OSQZ -

AKWX 0

Plate No.
Vol. 111 52 97, 98 117-120 53-58 99, 100

tThe flow descriptors with the final letter X and Z refer to thp
flow model used in the upstream domain, where the flow is wal-
bounded. In a free-shear flow such as a wake or mixing region,

I... the final letter in the flow descriptor should read C.
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* ~~INCOMPESSIBLE i'RE-SUTEAR FLOWS

Simple StraiAs, Cases 0311, 0381, 0471 and

Extra Str.ains, Cases 0331, 0382

Technical Report

by

__\- R. Chevray*

Data for six incompressible free-shear flows were available to computors. These

were divided into two broad classes. Flows involving simple strain were comprised of

the planar mixing layer (Case 0311), the wake of the flat plate with symmetric initial

boundary conditions (Case 0381), and the trailing edge of blades and airfoils (Case

0471). The other class included flows with extra strains: the free-shear layer with

streamwise curvature (Case 0331), the axisymmetric wake (C9se 0361), and the wake of

the flat plate with asymmetric initial boundary conditions (Case 0382).

All computational methods used here were one-point closure type, classified

according to tile treatment of the Reynolds stcesses. For the simple strain casFs, ten

methods were of the Boussinesq type, three of the algebraic type, and two of the Rey-

nolds-stress type. For extra strain cases, again the Bouissinesq type was the most

used (six methods) followed by five of the algebraic type, one of the Reynolds-stress

type, and two using a five-equation model. For each of the cases tackled, a different

method was used. All cases were very similar in the methods of attack except for the

axisymmetric wake (Case 0361) in which an inverse (interactive) solution procedure was

suggested. Computations had to be started well ahead of the separation point by using

data of Patel et al. (1978) provided at x/L = -0.34. However, no computor attempted

this case.

Most of the reported results were obtained using k-r, two-equation models. All

methods used to predict different flows were satisfactory, The mean velocity was

predicted very well. The turbulent intensity and shear stress were predicted well,

although slightly less accurately than the mean velocity. For the higher-order terms

to be computed, departures from the experimental data were noticeable; in general, the

higher the order of the 'e-m to be computed, the harder it was to predict. There was

little difference in the results obtained when different methods were used; all

* predicted the cases proposed quite well. The only exceptions to this statement were

for cases in which there exists strong pressure gradients. None of the methods used

worked as well in situations with strong pressure gradients.

J. *Dept. of Mechanics, State University of New York, Stony Brook, NY 11790.
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DISCUSSION

SEI;SI0O III

INCOMPRESSIBLE FPM-SIEAR FLOWS
Case 0311, Simple Free-Shear Layer

Three methods (Groups 07, 17, and 24) all used parabolic k-c models but the con-

Stant in the production term was 1.4O for Group 24, and 1.44 for Groups 07 and 17. A

vilue of 1.40 gave a 12% higher spreading rate. B. Laundor noted that the choice of

layer width (based on distance between the points at which U - • and v ) ,.
1 1

was the main reason for the underprediction of rates of spread by computors. The

differences between computations ond data would be much less, if the 90% velocity

point was chosen, since the k-c model gives a poor prediction of velocity sh;ipe near

the high-velocity edge. S. Birch pointed out that 1.40 represents a compromise to

bias the predictions toward the aear-field calculations fr jets, and hence its use

here. To capture the apparent overshoot in the slope of the data given in Plate 52,

Vol. III, B. Launder suggested that the source term in the dissipation equation may

require some anisotropic modeling.

Case 0381, Wake Behind a Flat Plate

V.C. Patel emphasized that these are results for the near wake only (x 400 mm

is equivalent to 76) and that asymptotic valueb should have been calculated to enable

comparison with other data (but they were not required). For example, though the

calculations for the nesa. wake show good agreement, significant discrepancies with the

accepted far-wake growth rate were found by Group 07. This was confirmed by S. Birch

(Group 24). D. Vandromme (rroup 35) found discrepancies up to li% between different
2models; however, a k-w model behaved slightly better than a k-e model.

V.C. Patel stated that 6" slhould have been requested; R. Melnik concurred, and,

in addition, asked for Lhe centerline velocity Uc, adding that Andreopox los shc6ed

analytically a logarithmic variation of Uc with distance. This could be used for

comparison with computation. B. Launder noted that in ls calculation (Group 17),

V 2/u2 blows up in the near wake, which is inconsistent with (Group 35) Vandromme's

calculations usirg the model RSEC. Further discussion of this point, at a later time,

Case 0471, Symmetric Airfoil Wake

C. Horstman pointed out that contrary to his expectations, there were cknsider-

able differences between the calculations pres2rnted and asked why. The ensuing dis-

cussion did not ascertain any particular reason. In particular, it was not clear

whether the differences at higher H (- 0.7) are due to compressibility or whether,
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because of the large trailing edge angle, interaction effects are also playing a role. 71
It was felt this point requires further consideration. It was generally agreed that,'

k-c models do not perform well in strong adverse pressure gradients and k-w2 models

are perhaps better in this aspect.

Flow 0331, Curved Shear Layer

I. Castro stated that, due to high turbulence levelas the uv data were probably

only accurate to within 15-20%, and are always lower than the true value. Further

information after the meeting indicated possible errors in the original data specifi-

cation. This remains to be clarified. Some discussion concerned the need for elliptic

methods in this case. B. Launder felt that this was probably so. 1,. Mansour reported

that the bleed flow rate had a strong effect on his results, but that the boundary""'

condttions on the wall were rot important. N. Mansour, B. Launder, I. Castro, avid M.

Celenligil all commented that the details of the numerics are important in this case,

but further discuesson was postponed until after the presentation by Launder in Sea-

sion IX. It was also noted that (Group 07) Scheuerer/Rodi and (Group 19) 1iah/ I

Lakshminarayana utilize apparently similar models, yet obtain different results. On

* closer examination it was seen that the source term in the dissipation equation and

the convectiou and diffusion effects in the Reynolds transport equation are handled

somewhat differently in these two methods.

Case 0361, Axisymmetric Wake

R. Chevray asked why no computations were presented for this flow case. W. Rodi ' k •

stated that this case really required an elliptic method with a non-rectangular, non-

uniform grid; no suitable numerical method was available for this situation.

Case 0382, Asymmetric Wake

The general opinion (advanced by B. Launder) was that the asymmetry of this case L

did not introduce any complexities additional to those already encountered in Case -

*0381. V.C. Patel asked for a physical te)planation of why the agreement in the near

wake was so good, especially with the peaks in the uv distribution. M. Morkovin sug-

gested that the mechanism by which these peaks are produced in the calculation ought

to be traced and W. Rodi agreed that this should be done. Later discussion suggested

that the effect is connected with the relative fullness of the velocity profiles on .

the two sides. In effect, an internal shear layer is produced downstream of the

trailing edge. L:
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SE~SSION IV

Chairman: P. S. Kiebaitoff

Technical Recorders:

D. Dri'ver
A. Cutler

Technical Reporter

'A R. L. Simpson

INCOMIPRESSIBLE WALL-BOUNDED FLOW4S -I

Cases 0141, 0211, 0261, 0612 - foundary Layers
0142, 0143 -Diffusers
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INCOMPRESSIBLE WALL-BOUNDED FLOWS I

Boundary-Layer Flows Cases 0612, 0141, 0211, 0261 and

Diffusers, Cases 0142, 0143

Technical Report

_45 Lby
=I

R. L. Simpson

Editor's Comment

R. Simpson rated each flow and showed ratings with figures of output. Because

these detailed ratings were not done by other reporters, only a summary of R. Simp-

son's ratings are shown in Table 1 below, indicating the number of ratings in various

categories for each flow. The reader should refer to the pages shown under each flow

!.n the table or methods used above to examine details of output. 7
A good predictior (G) produced a curve with a shape similar to the data and only

a few percent numerical deviation. A fair (F) prediction produced a curve with

greater than a few percent deviation or a slightly different shaped curve. A poor (P)

prediction shows significant deviations in the curve shape and magnitudes.

Table 1

Number RatedCet Total "

Caset Entries E G F+ F F P--

0612 21 0 8 8 5 0 0
0141 22 0 3 4 6 9 0
0142 11 0 1* 4 1 3 2 -
0143 10 0 1i 0 5 0 4

tR. Simpson did not comment on Flow Cases 0211, 0261.

Rated G-.

Some general comment on the results of R. Simpson's ratings follows. -1

1. As Simpson remarked, a degree of subjectivity do-s exist in the ratings.

Despite this, the ratings clearly do distinguish good from poor results and

indicate a clear picture of the overall state of the art in 1981 for the

flows considered.

2. Table 1 sliows that even in the simplest case (flat plate), results of var-

ous methods are very mixed. No result is rated excellent for any flow.

3. The accuracy of prediction decreases sharply as the flow complexity in-

c:eases.

*Civil and Mech. Erg., Southern Methodist Univ., Dallas, TX 75275.

736

', ." ..- -.- '.. - .-.. - ' -. .- *' ".? ". ." '--- . -i " .' '" " . ".- * ..* i .-. ,.2 ' ,---..i . : -''.'i. -- . . .. . ,.. . . . .



4. Coss,-comparison with methods showed no correlation or obvious trends be-

tween type or sophistication of method and accuracy of output. This point

remains true through the body of results reported in the 1981 meeting (see

report of Evaluation Committee herein).

4 5. No single method stands out as best; the best rated method for one flow is .,

not the same as the best rated for other dissimilar flows.

COMMENTS BY R. SIMPSON

Flow 0612

As pointed out by Coles in his description of rhe Wieghardt flat-plate zero-

*i pressure-gradient flow, the inti3gral parameters deduced from the data are strongly
affected by the interpolation scheme used in integration because few data points were ,

obtained near the wall. Consequently, the Ludwieg-Tillmann Cf values are more uncer-

tain near the beginning of the flow. Also, since the flow was tripped by a blunt

leading edge and a trip wire, the first profile was probably at about the minimum

Reynolds number for turbulent flow. The two types of Cf values shown in Plates 135
, and 136 in Vol. III do not agree until downstream of I m.

The predictions of U/Ue vs y (Plates 133 and 134 in Vol. 11), Cf vs X (Plates
135 and 136 in Vol. III), and H vs X (Plates 137 and 138 in Vol. 11) were examined

downstream of 1 m for the 20 methods whose results were received before the 1981 Con-

ference. None of the results are considered as excellent because of deviations in the

shapes and numerical values of predicted curves as compared to the data.

Flow Case 0141

", This case is a strong test of prediction methods for plane turbulent boundary

layers subjected to strong adverse pressure gradients. The Cf data are very well

documented with good agreement among results from independent measurements. The ini-

tial conditions and the turbulence structure are well documented.

With these broad general criteria, Table I summarizes the subjective rating of

the 22 different predictions received before the 1981 Conference. Since Cf and U/Ue

distributions are of most interest to engineers, these quantities were weighed heavier
"- 2

than -uv/U profiles in determining the overall rank. Since most criteria for the
-' onset of flow detachment in the separation process are related to Cf as it approaches

zero, it is very important that Cf be well predicted.

Only one of several methods could be regarded as good. The remaining methods do .

not predict Cf very well near the end of the test length where a strong adverse pres-

sure gradient exists. The poorer methods overestimate Cf by 100% or more in this

*D.E. Coles and E.A. Hirst, Proc. Computation of Turbulent Boundary Layers-1968
AFOSR-IFP-Stanford Conference, Vol. II.
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region. Several of the methods that predict Cf and U/lie only fairly or poorly still
2

show good -uv/U profiles near the end of the test length.
e

Flow Cascc 01421 0143

These cases provide strong tests of axisymmetric diffuser prediction methods in

the presence of low core turbulence (0142) and high turublence (0143). The experi-

mental data including initial conditions and turbulence structure are well documented.

None of the methods produce excellent results because of deviations in the shapes

and numeri(-.a values of one or more predicted curve,- as compared to the data. That

is, none of the prediction methods is extremely good. However, in both cases 0142 and

0143, AKEZ-18 does the best job predictinig Cf and Cpw, which are the parametera of

moot engineering Interest. The other methods are at best fair.
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DISCUSSION

SESSION IV

General Comments on Universality of Models
P. Klebanoff asked: "Can we may that we have made a substantial advance in rood- 2•

eling for simple cases, such au the flat-plate boundary layer or the boundary layer

with adverse pressure gradient, since 1968?" And, "Can we state unequivocably that

PD2 methods are better than integral methods for such flows?"

There was general acceptance that for simple flows of this sot the situation "'

had not improved significantly with the use of two-equation models over integral meth-

ode. However, our requirements have now become more stringent, and PDE methods can

haedle more complex situations and provide a basis for the development of more univer-

sal models.

M. Rubesin gave as an example the calculation of the flow over a blunt trailing

edge. In this application, two-equation models can calculate the flow "straightaway,"

whereas a mixing-length model would require new assumptions.

M. Rubesin further asked, "Isn't the objective to compile a set of standard flows

that can be used to create a universal model?"
e% S. Kline commented that it is possible to be misled by the idea of universality

if it Is used as a holy grail. We have accurate simple models for given kinds of flow

•• structure, and it should therefore be possible to use "fine-tuned" models in various

zones characterized by different flow structures.

E. Reshotko commented that we should seek flexibility and power rather than uni-

versality. G. Sovran and M. Lubert added that in industry it is important to have

programs that solve specific problems reliably and economically. M. Lubert also com-

mented that industry is using two-equation models already, and they are quite cheap to

run-so why not?

K. Hanjali6 noted that it is easy to make a fix for one specific flow, but it may

not be sufficiently general.

S. Kline replied that he saw nothing wrong with the fine tuning for a sp,!cific

zone, provided that the tuning is not done arbitrarily but is related to knowledge

about the physics, that is, flow structure. We do know that different types of flow

have different structures.

*See the following Postscript to Ses'ion IV Discussion by S. Kline, anO its extensions

in Session XV beginning on p. 990.
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P. Klebanoff commented that he saw no reason why the procedure advocated by Kline

is not okay for engineering purposes, particularly since it is questionable whether

Reynolds averaging reflects the appropriate physics, and since the differences in

various geometries are associated with the physics of the large-scale structure. It

N may not be realistic therefore, at least for the present, to search for universality.

"S. Kline noted that :-he difference in the large eddies may well be the reason for

the difference in tuning .onstants from one case to another. When one looks at a

large number of flow cases, as in this Conference, there appears to be a trade-off I

between range of domain and accuracy of output.

K. Hanjali' said that modelers working with differential methods are not inter-

eated in tuning constants for one flow, since this may interfere with results in

another flow feor which it Is used. However, he did admit there is room for much

improvement.

P. Klebanoff commented that he could understand how fine tuning for one flow may

interfere with the results for another flow contiguration. However, he felt intut-

tively that if fine tuning for a given complex flow resulted in the same model not

giving good results for a simpler aspect of the same flow configuration then there is

something drastically wrong with the modeling.

M. Rubesin commented that universal modeling will require large-eddy simulation.

In response to Klebanoff's query, whether this is feasible for engineering with

present-day computers, Rubesin replied that computers have developed and will continue

to develop to meet the needs. In addition, he noted that we should continue to &earch

for improved closure methods to give a wider range of application.

Modeling Problems

P. Klebanoff asked, "Are there any problems that computors would like to discuss

that would affect the outcome of the models?"

P. Orlandi asked, "Is the Falkner-Skan (Levy-Lees) transformation a desirable way

to initiate a boundary-layer calculation?"

There were pro's and con's expressed on this question by several modelers. For

example, D. Wilcox said that the Levy-Lees transformation is not convenient for inter-
j nal flows. Several others indicated that it is often convenient to use Levy-Lies when

one starts with a laminar flow, and it setems to make little difference after the

• boundary layer becomes turbulent. G. Scheuerer (Group 07) said that his group is
using a Patankar-Spalding type transformation.

A discussion on the number of grid points needed followed. Various models use

widely different numbers of grid points in y, ranging from as low as 7 in some instan-

ces of (Group 01) John Moore's method to several hundred in the methods of Wilcox

(Group 37) and others. P. Orlandi expressed incredulity that as few as 7 points could
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be used. D, Wilcox emphasized that the number of grid points needed is "method-

dependent." He gave three rules of thumb for the location of the grid point closest

to the wall in order to achieve grid independence. These rules are:

Location of Grid Point
Nearest to Wall

(i) Using parabolic marching and integrating y+ I

(ii) Parabolic marching with wall function y4 20

(iii) Tim marching with wall functions y+ 50

M. Leschziner (Group 17(3) added that when using wall functions one needs to take

the clcsest point in the logarithmic region, that is, y +> 50. G. Scheuerer added

that for Group 07's method the nearest grid point should be in the range 30 < y+ <

150.

M. Lubert relayed a request from the Evaluation CommIttee that each computor

group tell the number of grid points, the initial conditions and the n-umerics used by

each method. He asked this be done in order to provide possible explanations for why

methods with the same taxonomic descriptors give different results. On this point,

K. Hanjali6 (Group 18) reinforced Lubert's suggestion, and expressed concern about the

specifications of initial conditions, wall treatments, inclusion or omission of normal

strains, and the form of the dissipation equation and the values of its coeffi-

cients. Haijali6 also said that there is no unified view on a number of these ques-

tions even within groups using the same general type of methods, nor is there a uni-

-" fied view regarding the sources of these differences in output.

On the matter of evaluating E, P. Orlandi (Croup 05) remarked that it is

difficult to initialize calculations in k-c methods because adequate data for c do not

exist. Moreover, Orlandi said it is difficult in general to adjust constants in the

""-model equations for boundary layers owing to this lack of data. P. Klebanoff added

-hat this is a very important point because the experimentalists have not provided

complete information on e, and hence local isotropy is assumed in many models to

evaluate the dissipation. However, experiments indicated that the validity of local

isotropy is open to serious question particularly in the region close to the wall.

P. Orlandi felt that the flat-plate layer (Case 0612) must be used in calibrating '.0

turbulence models in the vicinity of the wall because for this flow there arc experi-

mental data owing to Klebanoff and to Laundet on the turbulent energy balance.

* oOrlandi also asked if the k-C models give a dissipation that is larger than production

in the viscous region.

This request led S- Kline, as General Chairman of the Conference, to arrange meetings
"during lunchtimes between modelers and subgroups of the Evaluation Committee to
clarify these issues. L.
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Case 0612. Flat-Plate Boundary Layer (Wieghardt)

It was noted by several computors that differential methods appear to consis-

tently underestimata the shape factor H w 6"/0. It was felt that this usually arises J.

from poor integration of the profile over near-wall points.

E. Reshotko noted that methods employing integral schemes calculate H better.

There was consensus that R is not a very useful criterion for assessing adequacy of

differential models since the deficiencies are numerical.

P. Klebanoff asked why outputs so often appears inadequate near the leading edge.

This question was not resolved and led to the establishment of an ad-hoc committee on

starting/marching conditions.

Case 0141. Boundary Layer with Increasingly Adverse Pressure Gradient
(Samuel and Joubert)

P. Klebanoff initiated the discussion by remarking that many k-c methods do not '. -

provide the appropriate values of Cf in this flow. He asked if reasons for this are

known.

R. Pletcher noted that this is connected with the fact that k-c models do not

predict sufficiently small length scales near detachment. He said the Pletcher model
BOLY-30 captures this pezticular effect correctly. D. Wilcox commented that he could

not use p(x) to get ap/ax and the measured gradients were different from those he

obtained.

R. Simpson remarked that he selected this flow because pressure gradient was

measured independently and was not taken by differentiating pressure data.

B. Launder commented that the dissipation-rate equation gives length scales that

are too large in the region approaching detachment. W. RonA. said tney got the same

result.

J. Cousteix remarked that downstream of the point of inflection in Ue(X) his

method had difficulty.

D. Wilcox remarked to J. Cousteix that his wall functions could be the source of

these problems.
Cases 0142 and 0143. Low- and High-Core Turbulence Axisymmetric Diffuser Flows

(Pozzorini)

P. Klebanoff began the discussion by asking the computors: "How important are

initial conditions?" and "How were iniLial conditions for c obtained, particularly for

the high-core turbulence case?" The concerns expressed above on lack of data on c

were reiterated. K
J. Moore asked whether parabolic or elliptic methods were used on these cases.

He wns particularly concerned that elliptic effects might be present near the initia-

liting station. All computors present used parabolic methods except H. Moses (Group

27). Moses used both an elliptic and a parabolic method and found no significant
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when starting the r.alculations with a uriform static pressure at the initialiting

Station.

M. Leschziner and K. Hanjalid agreed that differences in the initial conditions

used were important in the output particularly for the high-core turbulence case.

Case 0211. Effect of Free-Stream Turbulence on Cf (Correlation by Bradshaw)

In the afternoon seasion W. Rodi asked P. Bradshaw why the data to be predicted

were only a single line, not a function of the initial condition chosen. P. Bradshaw

explained that he had wanted the computers to provide only the results of a computa-

tion after the effect of the choice of poorly defined initial conditions had disap-

peared, i.e., far downstream.

F. Klebanoff asked in the dinner session why agreement of the computations with

the data was so poor. G. Scheuerer mentioned that large length scales in reality do
not interact with the boundary layer but that many models predict an interaction.

M. Rubesin pointed out that all the k-a models predicted much the .. me results; low in

comparison with the data plot.

E. Reshotko notad that the scatter is more apparent than real owing to the very
large scale on this plot.

S. Kline remarked that the uncertainty bounds need to be addded to this plot, and

they will show that the scatter in the experiments is considerable.

P. Klebanoff remarked that measurements of free-stream turbulence may include

potential fluctuations and this may lead to lack of correlation between intensity and

scale.

Case 0261.

There was no discussion of this case.

Comments Presented in Session XIII %

The following comments were presented in Session XIII based on sessions and the

written summaries of discussions posted during the meeting. They are included here to

provide a unified, continuous presentation of materials: 'C_

P. Bradshaw pointed out that the dissipation a may not always be the "real" vis- S
cous dissipation, being a property of the energy tran-sfer from large to small scales,

and therefore it is not easily measuree. +"""

1. Wilcox agreed with P. Klebanoff's general consensus figure of y " 50 for

the first near-wall node, only if the modified wall functions suggested in his forth-

coming AIAA paper were used.
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Postcript to the Discussion of Session IV

by S.J. Kline

In the opening remarks to this Conference I suggested that one central problem

was the question of vhether there exists a single method that gives sufficient accu-

race over the entire domain of applications. The discussions in this meeting, partic-

ularly on Monday eveni-g, when taken together with the comparison of computation and

data provide considerable evidence on this point. Together they suggest a somewhat

different vief than has been articulated clearly before. Hence I set forth this vie%

in this postcript as a basis for discussion.

It is central to this viewpoint that we distinguish flow zones from flow cases.

Flow zones are regions within a single flow. Flow cases are realizations of a given

geometry. There is a manifold of irfinities of flow cases and an even larger manifold

of infinities of geometries that are pertinent to industrial applications, inc'.uding

but not limited to the flow cases of this Conference. The situation in flot. zones is

quite different, but to see that a prem..minary remark is needed. A flow -. ne is a

"portion of a flow field that has a particular kind of flow structure. I, therefore,

take as a premise that flow zones should be selected based on what we know about flow

structure-that is the underlying physics of the flows. In those terms, I believe

there are only a very limited class of what I will call "structural flow zones." My

first rough cut shows 20, when I exclude hypersonic flows and more phenomena. The

list of 20 paradigmatic structural flow zones is attached to this postcript as Appen-

dix I. Suggestions on additions or combinations from members of thio Conference are

"solicited.
Some co-nents concerning Appendix I are needee. First, I havy .. t included what

Peter Bradshaw calls extra strains. Such extra strains -ire a set of necessary subdi-

mensions for some classes of structural flow zones. They may or may not be needed

depending on the applications and the flow geometry, but they can be treated as subdi-

mensions added into the modeling for some of the structural flow zones.

Second, some method already presented in this Conference seems to do quite well

for each :itructural flow zone when taken separately. For example, the adverse-

pressure-gradient boun 4ary layers are modeled quite well by method HN-45 of Ferziger

et al. This same method does not do at all well when used on a flow with high free-

stream turbulence since that violates an assumption in the method.

Within the class of attached and separating boundary layers, method hN-45 does

remarkably wLll for the quantities it produces and even more remarkably when one

considers its simplicity. One reason HN-45 performs as it does is because the model

is shifted, within the method automatically, when the point of incipient detachment is

reached. The field is taken to have three structural flow zones! (i) inviscid,
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(ii) attached boundary layer, and (iMi) detaching and detached layers rather than the

two zont-i used in classic. Prandtl boundary-layer analvsis. We moved to three zones

specifically because we observed, based on considerable experience, that different

constanto were needed for the attached layer 0a the one hand and detaching and de-

tached layers on -he other.

This seems very consistent with what Dave Wilcox reported in a general seosion.

When he altered his model constants to fit free-shear layers better, the fit for at-

tached layers was degraded. Another example seemt to be the intrepid and remarkably

good computation of the square channel with cruciform case 0113 (P1), by Rodi et !l.

(Group 07%, using AKEZ-07A. The same method does not do nearly so well for fully

aeparAted flows an in the step cases. This at least uuggests that this method in welladjusted for wall-dominated flows, but not so well for free-shear layers and __i

recirculating zones.

It is these and other similar observations that suggest that a trade-off between

range of domain and accuracy does seem to exist in even the most sophisticated models ""

currently available.

All th- remarks above and Apperdix I suggest that there are not two levels of p_.
generality, but rathe" several. At the lowest level of generality, there are tailored

methods such as UN-45 that work well over a ouite limited class of problems but do not

extend easily. At a second level there are in this meecing a varie o;. models of

much greater range of domain, but none of them have as accurate -. suits for the

particular cases that are well handled by HN-45 and for which it war designp'I. All

the methods so far available seem to suffer in acruracy when an attempt is made to

make them universal, that is, to apply a single method with one turbulence model to as

broad a class of flows as that given for this Conf_ -ence.

I want to cmphasize that the particular set of Sa cuctured flow zones shown in i

ftpendix I is has,' on my own expericncea with study I flow structure, and is merely

"""first cut rt sett.ing forth such zonis. I do want to add, that in my view, the

,t cning and reattachling flow zones are like each other in structure but unlike

attached layers far f--om detachment. The basis for this belief is considerable recent

and older risearches in these flow zones. Much of that experience is summarized in a

recent paper by Kline, Bardina and Strawn, AIAA preprint 81-1220 from June 1981 Palo

Alto meeting. Siilar remarks apply to recirculating zones, but the information is

less .omplete. See for example Chui aad Klir.e, Mech. Engrg. Dept. Report MD-19.

I also want to emphasize that even though Appendix I is my own personal view of

the proper set of structured flow zones, it is nevertheless anchored in my

understanding of flow sLructure, and is not arbitrary in that sense. I have a strong

*Scheduled for publication in AIAA Jou. Dec. 1982 or Jan. 1983.
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prejudice about flow structure; I think btructure is important, and that modeling

needs to account for it, nut in all detail but to some appropriate level. The current

AIAA paper just cited is convincing evidence to me on this point. One major

conclusion of that paper is that the entire community of both axperimentalists and

computors have erroneously taken incipient detachment to be full cetachment throughout

the entire literature, and that this misconception was rooted in 1. lack of

understanding of the flow structure. The name remark applies to the long history of

statistically averaged measurements In the near-wall zone. Those measurements for

decades missed the Important structures so beautifully illustrated in this Conference

by the recent results of Moin and Kim using large-eddy simulation. Nor are these

examples isolated. This suggests that models tied to structure in a general way may

be more profitable 1.an a search for a single set of closure constants that has for so

long preoccupied nearly all the attention of the research community. I think there is I. '

little doubt that iteration between experiment and model for a given type of

structural flow zone can certainly illuminate both the structure and the model faster

than either alone. In the prcess of such iteration between modeling and experiments

for a number of zones one should also certainly learn more about the proper choice of

structural flow zoneb and thus an impro'ed Appendix I. For example, one might find

that attaching/detaching z nec are the same problem structurally as the shock-

boundary-layer interaction, cs I suggested by implication in the general session.

Secondary flow of the first type and three-dimensionAl boundary layers may be only one

class. And so on.

Still another example of the utility of tailored methods is the results for

transonic airfoils, Case 86?l. Hern again integral methods that were specifically

tailored for the class of flows do better than available differential procedures.

I &o not think these examples suggest that integral methods are better than dif-

ferential methods. I do think the.y suggest a distinct lack of correlation between

sophistication of modeling and accuracy of output, and that again suggests the trade-

off between range of domain and accuracy.

We can probably agree that range of domain is an important criterion. The ques-

tion is how to achieve range of d-,main without loss of accuracy. One way can be

visualized from Appendix I. Su~ppose one or more groups created a well-adjusted model J

for each of the 20 structural flow zon.as of Appendix I, or some other small finite set

c( structural flow zones that represent an improved version of Appendix I. Taken over

tho whole community, or even over the group of modelers connected with B. Launder and

W. Rodi, this is not an impossible taLk. One might for example use a k-c or ASM model

with different constants for the different structural flow zones and an ASM or RST

model fnr another. The models for the structural flow zones then become sLbroutines

within a program. The computer can easily keep track of the type of zone at a giveu
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point; hence a mechod cat, be constructed that had models for say three or four struc-

tural flow zonea which together cover a very wide set of applications and geometries.

It would be very rare that one would need anything approaching the full 20 models in a

given class 02 flow cases.

At the present moment, and for some years forward such an approach may be the

only way to achieve a very large range of domain, reasonable running times, and good

accuracy within a single program. %

None of this is intended to suggest that efforts aimed at finding more sophisti-

cat.d models should stop. The experience of the work on large-eddy simulation presen-

ted by P. Hoin and J. Kim in this Conference make the utility of such methods very

clear. They are important research tools already and may in time become useful meth-

"ods for practice. But they are not useful for practice today, nor will they be in the

near future, and it is not clear whether they ever will be cheap enough to employ in

"the repeated design passes that are essential In industrial designs.

"In sum, my present thinking goes in the following direction. I would not favor

the construction of ad-hoc models based on flow cases; that approach will not close;

there are simply too many cases. Moreover, it would be bad science since it would not

connect the flow physics to the modeling. On the other hand I can see considerable

potential for practical solutions to computations of complex turbulent flow fields

based on models connected to and adjusted for small numbers of structural flow zones

of the sort implied in Appendix 1. The use of zonal modeling based on such ideas has

been largely limited to integral methods thus far, but I see no reason why they cannot L.
"be applied with great profit to the differentlil methods as well.

APPENDIX I
"KNOWN STRUCTURAL FLOW ZONES OMITTING HYPERSONI.3 AND WAVE PHENOMENA

1.. Inviscid flow
2. Two-dimensional attached boundary layers
3. Three dimensional attached boundary layers
4. Reattaching/detaching zones
5. Mixing layer
6. Axisymmetric wake
"7. Plane jet
8. Axisymmetric wake ..-..

9. Plane wake
10. Recirculation zone (fully stalled zone)
11. Shock/boundary-layer interaction 2D
12. Shock/boundary-layer interaction 3D
13. Mach No. effects on items 3-7 above

S14. Secondary flow, lst type
15. Secondary flow, 2nd type
16. Laminar boundary layers
17. Transition
18. Homogeneous flows
19. Trailing-edge interactions
20. Large-scale vortical motion
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Editors' Note:

An extended version of this discussion, including a revised version of Appendix I
was written by S. J. Kline shortly after the 1981 meeting and circulated to all
attendees of the meeting with the statement that written comments from attendants .
would be published, Five such comments were received, and a closure written. The
"extended version, comments, and closure appear under Session XV below; this includes
revisions of Appendix I above.

DISCUSSION ON POSTSCRIPT

S. Birch: We cannot view complex flows from the point of view of geometry. We must

go to zonal modeling. There are more than 20 moduletz. I think the effort to

move to more general models is an effort to rc-du:e the number of modules by ap-

"plying more general concepts.

S. Kline: I also disagree with the idea of basing on geometry. I agree that you just

cannot look at flow cases, that is bad physics. The physics is in the flow

structure, not in whether one is looking at an airplane or an automobile as some

comments suggested during earlier discussions.

P. Bradshaw: We have to go further. We have to make the adjustable constants

functions of dimensionless parameters, perhaps more than 20.

S. Kline: There are some gubdivisions witbin these 20 modules. The point is that the

list is not very long.

A. SavIll: Thing-i are not so dosperate; there is a degree of structural uniformity in

different flows.

S. Kline: I ,gree.

D. Bushnell: The problem is there is a relaxation of one of these flows into another.

S. Kline: Yes, that will have to be looked at.

M. Rubesin: A good model is one that is good enuugh; this depends on the user. It is

amazing that the k-r model with six constants can show the qualitative features

of an enormous amount of flows. If we are interested only in the qualitative

features, we have the universal model. It only when we need accuracy for

particular cases that we need to do the fine tuning.

S. Kline: I do not know why one would be unwilling to aijust the constants of the k-c

"model when going from ove flow to another; this is not arbitrary. It is adjust-

ing the model to the physics of the flow in a repeatable faRhion.

D. Coles: It is frightening that there are 20 factorial junctions to make between one

"flow module to another.

S. Kline: It is not a problem; we know how to do the merges already, i.e., potential

flow boundary-layer interaction. I am not contemplating 20 factorial; you cannot

find such a flow. Junctions occar primarily in pairs. Hence, the maximum number

would be 201/181 310; many of these are either trivial or unnEcessary. We

will, however, need to sort these into a manageable number of classes again based

on common physical features.

B. Launder: It is more con-enient not to change the constants; it is like a super-

market where you can do all your shopping in one place.
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SESSION V

Chairman: B. 6. Newman

Technical Recorders:

S. Honami
J. Simonich

Technical Reporter

h. Nagib

INCOMPRLESSIBLE WALL-BOUNDED FLOWS -II

Cases 0231, 0232, 0233 -Curved Boundary Layers
0241, 0242, 0244 -Suction/Blowing

0263 -- Wall Jet
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INCOIPRESSIBLE WALL-BOUNDED FLOWS - II

Curved Boundary-Layer Flows: Cases 0231, 0232, 0233

L oundary Layers with quction and Rlowing_ Cases 0241, 0242, 0244

Wall Jet: Case 0263

Technical Report

by

H. Nagib*

The presentation of H. Nagib was in the form of a pictorial presentation. A

summary of tho methods used in these flow cases is given.

For each flow case, reference was made to the Plates in Vol. III. The reader

will need to see the appropriate plates in Volume III ar l4sted in the table entitled

"Methods Used" above in order to follow the discussions o, p. 755.

b.-.;

*Mech. and Aerospace Engr., Illinois Institute of Technology, Chicago, IL 60616.
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A MOTE FROM THE EVALUATION COMMITTEE

tnt roduetlt on

The following note was prepared after a meeting of the Evaluation Committee on

the first day of the Conference and was presented at the beginning of Session V. Its

contents display the attempt made to achieve a correctness in the Proceedings of the

Conference as well as a consensus of agreement in its conclusions.

As a result of the experiences gained at the session on Monday afternoon (9/14),

the Evaluation Committee would wish to make the following brief comments.

1. Taxonomy of Flow Models (Flow model descriptors-e.g., BKEX-64)

For the Evaluation Committee to make a valid evaluation of the

computor outputs presented to this meeting we need the assurance that I
(a) A flow model of a given Computor Group, e.g., BKEX-64, remains fixed

in all its parameters and constants when used for more than one flow

case, and the numerics remain fixed also.

(b) When a flow model of a given Computor Group (e.g., BKEX) has been

changed, by changing constants or the numerics, it should have been

given a new descriptor, e.g., BKEX-64A.

(c) The broad nature of the flow modeL and essential features of iLs

numerics should be available in the paper, "Remarks on Taxonomies" by

Jorge Bardina. This paper gives the important summary of the flow

models used and their numerics. Would Computor Groups check and pro-

vide update information to Jorge Bardina as soon as possible, so that

the Evaluation Committee will have a correct picture of what each

computor output means.

We need to have it confirmed that when fi e-tuning of a flow model or

its numerics has been made to get a better fit with datn on one flow case,

the same model, in all respects, is then used on another flow case and must

be labeled accordingly.

The meeting is indebted to those Computor Groups who have submitted

outputs for a number of flow cases using the same flow model and numerics.

What we ask is that these flow models be correctly labeled and details of

the midel be accurately given in the paper by Jorge Bardina.

2. Taxonomy of Numerics

Discussions relating to numerics have led us to believe that the Meet-

ing cannot do otherwise than accept that the outputs from Computor Groups

are meaningful and accurate. Later in the meeting we will receive the

paper by Brian Launder on his experience relating to the sensitivity of the
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Numerics. At this stage we ask the Meeting to help us in clarification of

why, within a given flow model category

e.g., (1) integral methods
(ii) one-point closure B or A

(iii) one-point closure RS
(iv) two-point closure 2(DI/ED)

7. some outputs are S'tter (worse) in agreement with the data than others. Is

it because in the flow model used
(a) the Lonstante or parameters have been specially chosen, or

(b) the initial conditions have been changed, or

(c) the numerical method has been improved?

Would Computor Groups please help in establishing such clarificatio'n3

and get the necessary information Into the paper by Jorge Barditia as soon

as possible, as well as by informing the Meetin& during Discussion of the

particular Flow Cases. It is t7-;'tqnt to the Evaluation Committee and the

Meeting that where a Computer Group has found good agreement wich data as a

result of improving and optimizing the numerics and that their prior numer-

"ics were not so successful, that we be informed of this experience.

3. Questione 1<elating to Data

We believe that questioning of the data at this meeting should be

care-' lly handled and will best be left to a special ad-hoc subcommittee,

"rather than to deý,ote a largn part of any discussion period in any gession

for that purpose. Any Computor Group who wishes to challenge the data in a

"given Flow Case should inform Prof. Kline. Thus suitable arrangements can

be made for the setting up of an Ad-Hoc Committee for sucb Issues to seek
<.'• clarification. •

"[Ed.: The information thus passed to Dr. bardina has been incorporated into the
descriptors and tubleu of these Proceedings.]

t(Ed.: No such formal challenge arose for a data set selected by the 1980 meeting and
used in the 1981 meeting.]
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DISCUSSION

SESSION V (Morning)

CURVED-WALL BOUNDARY LAYERS

Integral Methods

P. Smith (Group 32) said his method wae based on Green's lag-entrainment method, which

treats curvature as a correction. There are arbitrary limits set up in the pro-

gram which were met. He admits his computation was therefore in error for Case

0233.

J. Cousteix (Group 22) remarked that for his two curves for Cf for Case 0231, the

initial values for skin friction and shape factor are incompatible. He claimed

in all methods, that if the initial values of H were used, Cf would be lower in

all cases.

In Co--n 0232, the trend of Cf is good but the level is not.

Methods BKEX 22A and BKEX 22B used the same values of constants. In method

A, the c-equation is modified by a similar method proposed by Launder et al. In

Method B, the eddy viscosity coefficient, C., is modified.

Differential Methods

W. Rodi (Group 07) stated that all the flows were calculated with the same method

(i.e., an algebraic stress model), which dces not use wall functions. This is

method AKEX; it automatically turns into BKEX when curvature is absent. For the

curved flows additional calculations were done with AKEZ.

B. Launder commented he found difficulty in computing Cases 0231 and 0232.

SUCTION AND BLOWING

Differential Methods

D. Wilcox (Group 37) commented that the expanded scales for Cf for the strong suction

case made the results seem worse than they were. (Note, Cf is not plotted for

Case 0244.)

He experienced a hard time starting the flow from the given initial condi-

tions.

There seems to be scme discrepancy between Wilcox' results and RSTN 21 in

regard to momentum thickness calculated from the velocity profiles.

In regard to starting conditions, Wilcox used the prescribed velocity pro-

file for the mean flow. Initial profiles of k and w are computed by aasuming

that the length scale computed by these quantities is similar to the mixing-

length profile. The amplitude of k could be varied by a factor of 4.

755

ILI
.................



P. Orlandi (Group 05) said he had replotted the experimental values of PI/2/Ue for

comparison with his calculated values of Q/ e

For the blowing and suction flows, Cases 0241, 0242, and 0244, Orlandi

started his calculation without blowing or suction and introduced blowing or

auction a short distance downstream.

K. Hanjali6 (Group 18) stated the reason hc had poor agreement in Case 0244 was

because he used a wall function, which did not allow for low Reynolds number

effects, and strong suction tends to make the flow relaminarize.

In response to a question by K. Hanjali6, R. Sullivan (Group 21) said he computed all

the way to the wall without using any damped-eddy viscosity. The scale was alge-

braically defined. For high Reynolds numbers, the dissipation was isotropic.

Near the wall, the dissipation was nonisotropic. For calculation method RSTN 21,

typically 30-50 mesh pnints were used.

In response to a question from G. ScI.cuerer, regarding an 80% underprediction of shear

stress for the no-suction case of Case 0244, D. "iicox (Group 37) replied that

this underprediction is common for many flat-plate computations, although tha

overall profile is good.

WALL JET

W. Rodi stated that this is a difficult case for an eddy-viscosity model because the

shear stress does not go to zero at the location of the maximum velocity. A

curvature coefficient, wh'ich is a function of Richardson number, goes to infinity

at this location.

His results indicate the proper trend in regard to the spreadin6 rate.

W. Rodi commented that Gibson presented an RSE model at the Davis Turbulent

Sheer Flow Conference which works well.

GENERAL DISCI'SSION

P. 1ýradshaw said he wanted to know who used curvature-dependent constants for the

curvature cases.

SG32-Smith. See comment above.

HN 22C, BKEX 22A, BKEX 22B-Cousteix. J. Cousteix stated he used an entrainment coef-

ficient, which is a function of (6 /R), and is the same for both concave and

convex walls.

AKEX 07, AKEZ 07---Rodi. W. Rodl stated that coefficient C1 is a function of the

curvature Richardson number and is an outcome of the use of the algebraic stress

model.

AKEZ 17B-Launder. H. Launder said he had n.- curvature effects, since his method used

a pure algebraic stress model.
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BOPX O4--Nageutgu. No comment.

P. Bradshaw asked if any features of the methods were functions of the tranapira-

tion velocity near tho wvll.

AKWX 37-Wilcox. Nol -

RSTN 21-Sullivan. Not

BOLX 30-Pletcher. Our method modifies the Van Drieot function in a semi-empirical

way as described in Pletcher (1974). -_',

BKEX 07-Rodi. No!

BIKX 05-Orlandi. No.

J. Cousteix (Group 22). In response to questions by Lakshminarayans and by Orlandi,

Cousteix stated he had used no curvature terms in his mean-momentum equations for

the computations of Cases 0231 and 0233. -

J. Moore asked if anyone had computed the presence of Taylor-G6rtler vortices. No one

replied.

W. Rodi noted that for Case 0233, the curvature terms in the mean-momentum equation

were quite important.

SESSION V (Discussion from Dinner Meeting)

TAXONOMY

W. Rodi (Group 07) stated that his method for curvature reduced to the same model for

blowing and suction. When there was no curvature Cu is a function of Richardson

number for curved flows, but Cu - 0.09 for no curvature. The same method is

used for both concave and convex flows.

D. Wilcox (Group 37) stated his method for suction and blowing used what he termed an

algebraic stress model, which was passive; that is, it had no effect on Reynolds

shear stress.

Houdeville (Group 22) reported that in their method designated 22A there is no curva- .-

ture correction to the mean-momentum equation. Curvature is handled by an equa-

tion for Cc
22 2.

c 2 c (2 2 r02 ar
2 t r.- .L

Their method BKEX 22B modifies the eddy-viscosity coefficient:

kC (1 a k 2 U arU k2 3U

E r 2 

" .C

G. Scheuerer stated that curvature terms should be included in the mean-momentum equa-

tion for flows with curvature.

D. Wilcox agreed with Cousteix's group that curvature terms in the momentum equation
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have a small effect and cites his computations on go and Mellor's data.

H. Nagib observed that for convex-curvature computations, all methods showed damped

shear stress fat frot the wall.

H. Houdeville remarked that in their integral method for curved flows, curvature ef-

"fects were modeled by a modified entrainment coeffitient. Self-similar solutions

were calculated by a modified mixing-length model,

W. "odi said he was still not sure of the differences in Cousteix's methods 22A and

22B.

Nagib summarized Orlandi's results for Case 0244. Orlandi had plotted computed

Kl/2/Ue vs experimental ul on his graph (See Plate 46, Vol. III).

D. Wilcox cautioned computm-s that wall functions should be compatible with the law-

of-the-wall.

M. Gibson said that in his opinion wall functions are valid and that the law of the

wall holds. For calculating curved-wall flows algebraic stress models are less

important. Transport equations for shear stress will be cheaper to compute.

Gibson believes you need a three-equation model with k, c, and uv as variables.

W. Rodi said most computors used Cp values from the wall data for Case 0231. There
was some difficulty expressed in fitting this data set.

B. Newman noted that in all computations for the concave flow, Case 0232, three-

dimensional effects were not included.

In response to a question regarding new data for the Hoffman & Bradshaw flow, S. Kline

. quoted Bradshaw by saying that there were no subsequent data taken.

M. Gibson. From Nagib's presentation of Cf and 0 data, it appeared to Gibson that

some calculations do not have an overall conservation of momentum. Gibson sug-

gested this be taken account of by the Evaluation Committee in their assessment

of the various computational methods.

TRANSPIRATION

Commenting on Hanjalid's method, D. Wilcox suggested that Hanjali's peak values are

incorrect because of his use of wall functions.

D. Wilcox said you cannot use the same wall functions for flat-plate flows

as for cases with pressure gradient or blowing.

B. Launder suggested that K. Hanjali6 had used a velocity law-of-the-vail and his

treatment of wall functions was consistent. Hanjalid's method employed a uni-

veroal sublayer thickness, y k 1 2 /2v - constant.

0. Coles noted the law-of-the-vall is essentially empirical. We can handle the ef-

fects of roughness and polymera in the flow, but not mass transfer at the wall.

R. Pletcher (Group 30) said that in his model a Van Driest damping function is used

*• for shear stress which is a function of the blowing rate.
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W. Radi said that in his method there are no speciAl changetw to deal with transpira-

tit, but only a vail-boundary condtion.

P, Orlandi said that his metho4 for transpiration was the same as for the flat-plate

case, except for the v-component velocity at the surface.

D. Wilcox said he usad a surf&ce boundary condition on w (which is related to

l/time-scale), that depends on blowing rate.

P. Orlandi said that both Wilcox and Itodi used a step function change in the wall

condition for the suction case similar to his own initial conditions.

H. Gibson referred to his computat 4 on of a wall jet on a curved surface presented

recently at the Shear Flow Meeting in Davis. He said he did not have any partic-

ular cet•fioulty in calculating the flow.

DISCUSSION OF M031FICATIONS

Modifications to Allow for Curvature Effects in Cases 0231L 0232, 0233--Curved

Boundary Layers

W. Rcdi-07: C1 is made a function of curvature Richardson number, reverting to the

value 0.09 for no curvature. Pressure changes acrops the flow are calculated ced

are particularly important for Case 0233. The method is the same for concave an"

convex flows.

J. Cousteix-22: In A and B there is no curvature correction to the mean-mc,&ent~um

equation.

-22Ai The constant C. in the dissipation equation is made linearly depen-C2

dent on
2
k U a(rU)

t r

-22B: The eddy-viscosity coefficient CV is made linearly dependent on the

same 2arameter.

-22C: The entrainment coefficient in this integral method is modified in

tht light of approximate self-similar solutions using the above differential

methods.

It was again emphasized 'hat the concave Case 0232 was a three-dimensional flow

because of the existence of iaylor-GSrtler vortices or related coherent structures,

but was tackled, as instructed, by two-dimensional methods.

It was suggested that a method incorporating three transport ejuations for k, e,

and uv might be useful for solving Lwo-dimensional curved flow. This method would lie

between k-c or k-'. methods and uethods which incorporate transport equations for all

components of t0, eynolds stress tensor. In this conuection it was generally agreed

that turbulence z _nsport equations were needed for predicting highly curved flows.

759

.------------
..•=/ : ••". ".i.. . . . . . . . . . ....-• •" ".•'-? ,-: ? i.-.- -. . . .-..? -i' . ". '"" ":. :. .".' - - -- '..i•



Is

Modifications to Allow for Effecta of Transpivation on Wall Boundary Conditions in

Cases 0241, 02'42, 0244--oundary Layers with Blowing/Suction

A2.l computors allowed for the purely kinematic effect of transpiration:

C. Donaldson (21), Podi (07), and Orlandi (05) applied no other correetiun.

R. Pletcher (30) modified the Van Driest damping function empirically.

K. lanjali6 (18) assumed a universal, non-dimensional, sub-layer thickness using k

as velocity scale. More details of this procedure is given in Launder's review

paper.

D. Wilcox (37): The boundary condition for w is made to depend the on non-dimensior.al

blowing rate.
1/2

A specific point was that P. Orlandi had plotted K where2 K a ujui.

During the discussions Gibson made the interesting suggestion tt,at the computed

results might be Judged, like the experiments, by the extent to which they confirmed a.

an overall momentum balance.

The calculation of the curved wall J, Case 0263, was attempted by only one

computor and proved to be ext.remely difficult.

Finally, some considerable difference of opinion arose between representatives of

the k-c and k-w schools on the question of boundary conditions. The question was not

resolved.

Comments Presented in Session XIII

The following comnents were pre-ented in Session XIII based on sessions and the

written summaries of discussions posted during the meeting. They are included here to

provide a unified, continuous presentation of materials:

J. Humphrey said thf, in his experience it was not enough, in curved-val.l-flow

prediction, to include a curvature correcti,-n on C. in k-e models. Wall-pressure-

fluctuation effects artsiig fcom the pressure-strain terms also have to be considered.

In reply to J. Johnston, B. Newman said that there had been no disc' " ion of why

predictions in the recovery region were poor. W. Reynolds pointed out that the shear-'

stress predictions were already too high at the start of the recovery, but W. Rodi -

said that in his predictions the overshoot only appeared after the curved section.
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Methods Used--Session VI

Flow Case

Method 0371 0372 0373 0374 0375 0376

RSEC 0 m S

RSLC 0 0

AIKWC 0 •
AKEC -:i

Plate No.
Volume III 59 60-62 63-70 71-76 77-86 87-96

HOMOGENEOUS FLOWS

Cases 0371, 0372, 0373, 0314, 0375, 0376

Technical Report*

by
J. L. Lumley

We identify in approximate order of complexity the methods used to calculate

these flows:

AKWC 37 Wilcox A two-equation mixed eddy-viscosity and algebraic-stress
model.

RSLC 21 Donaldson et al. No rapid term; algebraic equation fov length icale.

AKEC 07 Rodi et al. LRR2 reduced to algebraic form by taking transport of the
normal stresses only proportionc' to th, transport of
energy.

AKEC 17A Launder et al. LRR2 reduced to algebraic form by taking transport of
Reynolds-6 tress tensor propurtional to the transport of
energy.

RSEC 17A Launder et al. LRR2

RSEC 18 Hanjali6 et al. LRR1 with term Pe/k in dissipation equation replaced by
kU ,jUij,

RSEC 22B Cousteix et al. LRRi with GEl determined from Lin and Wolfstein.

•Supported in part by the U.S. National Science Foundation under Grants No. ATM
79-22006 AND CME 79-19817, in part by the U.S. Office of Naval Reiearch under the
following programs: Fluid Dynamics (Code 438), Power (Code 473), and Physical
Oceanography (Code 481), and in part by the U.S. NASA-Ames Research Center under
Grant No. MSG-2382.

'Siblay School of Mechanical and Aerospace Engineering, Upson and Grumman Halls,
Cornell University, Ithaca, NY 14853.
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kSEC 22 Cousteix at al. The Hanjalid, Launder and Schiestel multiscale model,
which divides the spectrum In two parts with exchange
betweeu them.

29D-52 Cambon et al. Spherically averaged spectral model.

2ED-52A Cambon et al. Complete spectral model.

More complete descriptions of thu various models can be found by referring to the

computors' summaries indicated in the second column. For convenience, we compare and
contrast here. The models differ in the way in which the Reynolds stresses are

obtained, the way in which the "rapid" terms in the Reynolds-stress equation (the

pressure-strain terms proportional to the mean velocity gradient) are treated, and the

way in which the length scale is obtaiuad. The Reynolds stress may be obtained from

an eddy-viscosity assumption relating it directly to the mean-strain rate; it may be
obtained from a simplification of the modeled rteynolds-stress equation permitting an
algebraic solution; or it may be obtained from a complete solution of the modeled
Reynolds-stress equation. The rapid terms may be omitted altogether; or either a

simplified (LRIU), or more complete (LRR1) model proposed by Launder, Reece and Rodi

may be used; the length scale may be specified algebraically, or obtained from a dif-
ferential equation, and this equation may be for a dissipation rate, or for a fre-

quency. In the equation for the dissipation, a number of different assumptions may be

introduced, primarily concerning the way in which the coefficients depend on other

variables. The turbulent spectrum may be assumed to be characterized entirely by the

scales of the energy-containing eddies; or it may be broken into two parts separately

scaled, with transier between the two; or the equations for the spectrum may be solved

directly, treating each wave-number separately. In the spectral treatment, all wave-

rqmbers of a given magnitude can be lumped together, or a full treatment can be given.

We will discuss only a representative sample of the calculations: the isotropic
r'krbLlence of Comte-Bellot and Corrsin (0371); a single case of rotation (0372C) with

fl - Go •0c ; two cases of return to isotropy (0373A,E); the pla.le strains of Townsend

and of Tucker and Reynolds (0374AB); a single axisymmetric strain (0375E) with con-

traction ratio - 16; and both thears (0376A,B) with shears equal to 12.9 and 48 seec

Plate 59, Vol. III shows the results for the isotropic decay of Comte-Bellot and

Corrain. It is evident that all the models that attempted this (or a related) equa-

tion would be expected to do well here. It should also be mentioned that the spectral

models have no adjustable constants-there is only one constant, associated with the

Eddy-Damped Quasi-Normal Markovian approximation, and that is determined from a test-

field model calculation. It is evident that several of the computors have tried

different values of the initial dissipation, improving their results. This is

perfectly legitimate, since the initial dissipation is not an indapencient: parameter,

but must be determined fron tOe 1%.itial slope of the energ- curva. The initial value
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I
first specified for these calculations was in some cases in error. The calculations

are, of course, quite sensitive to this value. Moreover, it is difficult to determine

the value graphically unless a parabolic or better fit is made to thA first few data

points.

In the case of homogeneous rotating flow, reference to Plates 60, 61, and 62,

Vol. III makes it evident that essentially everyone who tried the flow had difficulty.

It is clearly easier to get the energy than it is to get the anisotropy, but even

there the eddy-viscosity approach does badly. The algebraic stress model and the

spectral models both get the energy right, but the anisotropy ts not good, even for

the spectral model. One problem here is the necessity of knowing the entire spectral

density tensor as initial condition. Since this is never measured, it was necessary

for this group to construct the tensor using various assumptions. The two curves that

appear in Plntes 61 and 62 correspond to two different assumptions regarding the form

of the initial tensor. The failure of the algebraic stress model presumably indicates

that the rotation is not properly parameterized in the rapid terms.

In the first return-to-isotropy case, reference to Plate 63, Vol. III makes it

evident that. (Group 21) Doaldtro's programs do not do well. We can probably indirectly

attribute this to the absence of the rapid terms, although these terms would be zero in

this flow; however, the return-to-isotropy coefficient has probably been adjusted to
give good results in shear flows, to compensate for the absence of the rapid terms,

and is hence too large. Either the algebraic stress model or the full-Reynolds-stress

model does reasonably well, with the latter doing better# The spectral model appears

to do well.

The agreement with the second return-to-isotropy case (Plate 69, Vol. III) is

less satisfactory. The first case corresponded to axisymmetric turbulence with one

component smaller thaa the other two. This second case corresponds to one component

low and one high, with the third intermediate. It is evident here that nearly every-

one has trouble with the intermediate component; surprisingly, Donaldson's model now

does satisfactorily on the other two components, euggesting that the return-to-

isotropy term has buen optimized for a particular type of anisotropy.

In the case of Townsend's plane strain (Plates 71, 72, and 73, Vol. III), it is

again the intermediate component that gives essentially everyone trouble, suggesting

again that these methods have probably been optimized for a different type of strain.
Id

The other two componenLa are predicted more or less satisfactorily, although there is

a tendency for most methods to feed too much energy to the component that is gaining

energy. Here the best ones are Donaldson's models, lacking rapid terms. This might

"suggest that the parameterization of the rapid terms in those models that use them is

inadequate, and that one may do better with a simpler model.

765



The second plane atrain (Plates 74, 75, and 76, Vol. I11), which is essentially

twice the intensity, shows that one needs at least a full-Reynolds-stress model to do

well on all three components. The simpler models seem to overpredict v2 and underpre-
2 2

dict u consistently. Even the spectral models have some trouble with v

In the came of the weak shear (Plates 85 and 86, Vol. I11), again it i& clear

that at least a full-Reynolds-stress model with rapid terms seems to be necessary. An

algeb:aic stress model can give good results for the component energies, but not the

Reynolds stress. In fact, the more evolved models of Cousteix also run into trouble;

they very much underpredict the Reynolds atresis. The spectral models d• not do well

either. The model of fanjalid seems to be the best all around. We may note that

everyone who has trouble with the Reynolds stress, undnrpredicts it and that this

value of the strain rate is rather low relative to technologically interesting values.

In the case of the higher shear of Harri'i et nl. (Plares 91 throtSh 96,

Vol. III), i! we limit ourselves to the algcbraic stress models ane better, and if we

concentrate on the Reynolds stress, we again find that the models of Cousteix do not

do particularly well, nor does the spherically averaged spectral model. The latter

can be explained by the spherically averaged spectral models' known failure under

large total shearing deformation. We must assume that the elaboration of the models

to include spectral scales, and to improve the length-scale aquation, has done some-

thing unforeseen and physical. The remaining models do not do badly, but there is a

collective tendency to overpredict the Reynolds stress. We note that the shear here

is largar than technologically interesting values.

Finally, we have the axisymmetric strain of Tan-Atichat (Plates 77 through 86,

Vol. I11). If we concentrate on the low (axial) component, we see that the models

without rapid terms take it down tOo low (overcompensating again?), while none of the

others takes it down low enough. The simpler of the algebraic stress models seems

competitive, while the more complex one seems inexplicably to be in trouble.

Summarizing these varied results, leaving aside for a moment the spectral models,

I would say that a complexity at least equivalent to a full-Reynolds-stress model

seems to be necessary for reasonable results in all cicumstances. Even then, accuracy

of prediction of diagonal components of the Reynolds stress appears to depend on type

and intensity of anisotropy, suggesting that the return-to-isotropy term has not been

modeled to take into account the fact that rates of return should differ for differing

types and degrees of anisotropy. Off-diagonal cerms tend to be underpredicted when

the shear is low, and overpredicted when the shear is high, leading one to suspect

that the rapid terms, in addition, have been optimized for a particular range of

shears and level and type of anisotropy. The fact that the models do not respond well

to large contractions suggests this also. The response to rotation has evidently not

been properly modeled at all; this presumably also resides in the rapid terms.

766

-i-'-.~



The spectral models (see Plates 87 through 96, Vol. 11) generally perform well,

although there appear to be some difficulties. Some of these are attributable to the

problem of generating adequate initial conditions, and some are associated with the

known failure of the spherically averaged model under large shear deformation. When

it is considered that there is enly one constant, and that is deterained from an iso-

tropic calculation (of the test field model), the performance is remarkable.

As has frequently been pointed out at this meeting, it is evident that existing

models have been optimized for particular types of flows and types and levels of

auisotropy and shear. Hence, it probably does not make much sense at the present

time, from a practical point of view, to calibrate a model intended for shear flows

against homogeneous distortions, for example. This raises the general question of-

universality of models: should we hope for future models that will span increasingly

large classes of flown, and will these come about because better physics has been

built into the models, or simply because better and better curve-fittiag schemes have "

been found? I believe it makes sense to search for models that cover as large a domain

as possible on the basis of better physics; I base this belief on the success that has

been experienced in the last decade in extending existing models on a physical basis

to new situations: transport, return-to-isotropy, and buoyancy are now much better

understood by some workers, and models for these terms are under development that have

every appearance of being mucki more nearly universal. The last serious hold-outs are

the rapid terms, which are still poorly understood. In addition, I feel that our

ability to curve-fit is rapidly running out, and that if we are to extend the existing

models, the only hope is by consideration of the physics. Finally, I believe that the

effort to model turbulence has been enormously salutary for the fundamental study of

turbulence, and has caused us to look at turbulence in a different way and ask new

questions, the answers to which have shed considerable light. I would be sorry to see

us abandon the search for universality, however limited, accent empiricism and lose

this momentum.
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DiSCUSSION

SESSION V1*

HOMOGENEOUS FLOWS

Case o371, Isotropic Turbulence (Coute-Bellot and Corruin experiment)

1. The initial dissipation cannot be determined well from the experimental data, yet

it is an important condition for a successful calculation. It is therefore

legitimate for computorl to adjust the initial dissipation, so as to meet the

initial energy slope.

2. It should be recalled that the decay exponent is not unique, but is a function of

Reynolds number, anisotropy, and spectrum shape.

3. More information on the initial turbulence spectrum is needed for level 4, 5, and

6 techniques.

Case 0372, Rotating Turbulence (Wigeland & Nagib experiment)

The group observed that none of the existing one-point models show any effect of

pure (solid-body) rotation. Further, the existing two-point models do not handle this

very satisfactorily.

Case 0373, Return to Isotropy (Uberoi experiment)

The ra~e of return to isotropy probably depends upon the structure of the turbu-

lence, and therefore a single constant probably cannot describe the different rates of

return to isotropy in different flows.

Case 0374, Plane Strain (Townsend and Tucker & Reynolds experiments)

I. The computor groups as a whole did better on the Tucker-Reynolds flow than on the 4

Townsend flow.

2. Future date takers should be very careful to document the strain to which the

turbulence is actually exposed, and the homogeneity of the turbulence. We have

some concerns about these 4n the Townsend experiment.

3. The GENCE experiment (J. A A i !och., 1979) should be called to the attention of
future predictors.

Case 0 3 7 5, Axisymmetric Strain (Tan-atichat experiment)

Estimates of the axial turbulent transport in these flow cases would be interest-
ing, and might be significant.

Case 0376, Homogeneous Shear Flow (Champagne et al., and Harris et al. experiments)

1. The bulk of computors underpredicted the Reynolds shear stress in the low-shear

case and overpredicted it in the high-shear case.

As consolidated and edited in the ensuing meeting following the session.
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2. This discrepancy is likely due to effects omitted by the computors.

GENERAL COIOMNTS

1. These flows have been criticized by some as not being technologically signifi-

cant, but they are building-block flows which should be fundamental in the devel-

opmeat of a model.

2. A proper test of universality of a turbulence model would be its ability to pre-

dict a broad range of flows including both homogeneous and inhomogeneous cases.

(See discussion on Universal or Zonal Modeling p. 748 and pp. 991-1014.)

Comments Presented in Session XI1

The following comments were presented in Session X111 based on sessions and the

written summaries of discussions posted during the meeting. They are included here to

provide a unified, continuous presentation of materials:
H. Nagib pointed out that since experiments show that r - x-1.25 (and not

: -i
x ), c is not a constant. J. Ferziger added that the experimental range of x was too

small in most experiments to get an uncertainty in c better than ± 20%. W. Rodi em-

phasized that only the initial c was required.

W. Reynolds and M. Morkovin agreed that the energy variations in the flow need to

be used as a test of models, and the latter added that some experiments in this class

are not as reliable as others.
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TRLISONIC FLOWS

Simple Strains: Cases 8601, 8621 (Compressible Flow)

Extra Strains: Cases 8623, 8611, 8612, 8691 (Compressible Flow)

Technical Report
by

P. Kutler*

T'.e presentation of P. Kutler is in the form of a pictrial presentation. A

summa, of the computors for these transonic flow cases is given in Fig. 1. The
+U ,:llowing figures are self-explanatory.

Case 8601: Figs. 2 through 6.

- Case 8611: Figs. 7 through II.

Case 8621: Figs. 12 through 20.

Case 8623: Figs. 21 through 27.

Case 8691: Figs. 28 through 30.

SUMMARY OF CONTRIBUTIONS

"CONTRIBUTOR

CASE 12 22C 32 36 37 39 42 47 50

a
8601 -

8611 -

8621 0 o - • • 0 0

8623 • • •-•

8691 • -

aplots were also received from Group 41 (McDonald) using Method BKEX for Case A only.

Figure I.

NASA-Ames Research Center, Mail Stop 222-12A, Moffect Fteld, CA 94035.

Trechnica: Reporters were given the option of reviewing a sampl. of the computed

fljws. In this session P. Kutler did not comment on Flow Case W612.
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WALL PRESSURE DISTRIBUTION

moo 1.44, Re =40(1 0)6
CASE 8601

TESY AL

2.0 -....

0 EXPERIMENT
ICL 15 -ICOARSEGRID BKWX36
CL FINE GRID

0 25 50 75
x cm.

Figure 3.
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F-A

SKIN FRICTION DISTRIBUTION

=o 1.44, Re 40(1 0)6
CASE 8601

TEST A

.002 0 EXPERIMENT
0 COARSE GRID BKWX 36

- -- FINE GRID i

Cf .001 00

0*

0 20 x m 40 60
wc

Figure 4.
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VELOCITY PROFILES

Mc =1.44, Re = 40(10)6
CASE 8601

TEST A

o EXPERIMENT
BKWX 36

.10 x 0 4 8 16 ._

.05

05

NOTE: COARSE AND FINE GRIDS GIVE IDENTICAL RESULTS

Figure 5.
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SHEAR STRESS PROFILES

mo = 1.44, Re = 40(10)6
CASE 8601

TEST A

0 EXPERIMENT
• - BKWX 36

[=8 16
.10 H6

0

E

>.05.

000
.0 . ..

, .1 i ll1 , . , , . 1 , , , .A

0 .01 0 .01 0 .01
-pU/pooUo2

NOTE: COARSE AND FINE GRIDS GIVE IDENTICAL RESULTS

Figure 6.
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WALL PRESSURE DISTRIBUTION

M= .875, Re = 13.1(10)6 /M
CASE 8611

.7 -

.6-0
00

0*
0

.5 -
10

0EXPERIMENT
-BKWX 36

.5 1 1.5
X/c

Figure 8.
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VELOCITY PROFILES

M =.875, Re = 13.1(10 6/m
CASE 8611

> EXPERIMENT
- BKWX 36

x
c 0.563 1.0 1.375

2 -

E

I- I 1-1 1 1 1 1
pU

0 1 0 1 0 1 0
U/Uoo

Figure 9.
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TURBULENT KINETIC ENERGY PROFILES
6m~ .875, Re = 13.1 (10)I/m

CASE 8611

0 EXPERIMENT
- BKWX 36

x/c -0.25 0.563 1.00 1.375

2

Ycm

0-0

a 50 iJ 50 0 50 0 50

Figure 10.
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REYNOLDS SHEAR STRESS PROFILES

Mc = .875, Re = 13.1(10)6 /M
CASE 8611

0 EXPERIMENT
BKWX 36

x/c -0.25 0.563 1.00 1.375

2

y, cm,,

00

• -w w = I , i I -A ' I t 1, *..

Jw~w L~ww L....wL Ww-W

0 20 0 20 0 20 0 20
.........- • ".- .]-

y,-vu cm o 1-03-

Figure- 11-
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MOMENTUM THICKNESS VS, CHORD
CASE 8621 TESTS 1,6,7,9,12

PLOT 1
*EXPERIMENT

•-iEE 12 --- SG 39
HN 22C - SG 42

.. SG 32 - BXPX 47
AKWX 37 -- BOPX 50

I T

d/

.W4.004 I 2

0/c 0J

j;I

'/ -

.02

x//

T I

.002 /

0 1010 1 0 1 0
'c/c

Figure 13.
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SHAPE FACTOR VS. CHORD
CASE 8621 TrESlS 1,6,7,9,12

PLOT 2
O>EXPERIMENT

FEE 12 ---- SG39
-HN 22C -SG 42

.....~.~3 *-BXPX 47

*-AKWX 37 -- BOPX 50

H

2.5[

U '>1

0 1 0 1 o I o o

Fiue14.
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SKIN FRICTION VS. CHORD .-..
CASE 8621 TESTS 1, 6, 7, 9, ,2

PLOT 3 ....

0 EiXPERIMENT

--- EE 12 SG 39
..... HN 22C SG 42

S............ SG 32 * - BXPX 47 v
-"-"AKWXi7 - BOPXO6-

.004" ' ''

Cf .002 I 1

.004 F
ef .002 - 4 :.

.000 LLŽL , ,LA i 1", 2:
0 1 0 0 0 1

Xlc

Figure 15.
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UPPER AND LOWER SURFACE PRESSURE DISTRIBUTION
CASE 8621 TEST 1

PLOT4 FILE4

mo = 0.676, •a9  2.400, Hc 5.7 (10)6, X/Ctr 0.11

SG 32

-C 00 EXPERIMENT

-1 I I

•- 39 B1KPX 47

-o -I -cpa

BOPX 60 SG 42

1 L

_-It1 '______ __ ___ ___

0 ,5 1.0 0.5 1.0

x/c x/c

Figure 16.
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UPPER AND LOWER SURFACE PRESSURE DISTRIBUTION
CASE 8621 TEST 6 

..

PLOTS5 FILE6
Mw 0O.725, &g 2.92", Flo ft6.5 (10)6,x/% 0~u.O3

* EXPERIMENT

EE 12 ~SG332

SO' 19 BXPX 47

-ýcp-

cp4

0 .5 .0 . 1.



UPPER AND LOWER SURFACE PRESSURE DISTRIBUTION
CASE 8621 TEST 7
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Figure 18.
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UPPER AND LOWER SURFACE PRESSURE DISTRIBUTION
CASE 8621 TEST9

PLOT 7 FILE 7

Mw0 =0.730, cg 3.190, Re - 6.5(10)6, x/ctr- 0.03
"0 EXPERIMENT

:E12 1 S032

AC 0

. 'i1 -1

-, . _____,____________________,_______,___

SG 39 IBXPX 47

0.-i

;!OPX 50 -G [S42

-C 0

0 .5 10 0

Figure 19.
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UPPER AND LOWER SURFACE PRESSURE DISTRIBUTION
CASE 8621 TEST 12
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Figure 20.
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UPPER SURFACE VELOCITY PROFILES
CASE 8623 TEST 1 PLOT 1
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Figure 21.
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LOWER SURFACE VELOCITY PROFILES
CASE 8623 TEST 1 PLOT2
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Figure 22.
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UPPER SURFACE VELOCITY PROFILES
CASE 8623 TEST 2 PLOT 3
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Figure 23.
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LOWER SURFACE VELOCITY PROFILES
CASE 8623 TEST 2 PLOT 4
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Figure 24.
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UPPER SURFACE VELOCITY PROFILES
CASE 8623 TEST3 PLOT 1
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Figure 25.

797

• ; .---:" " "• " "" "".: -.- .. :•: •- " :•. .. . .. . .. . .. ... : •. -! . .> :i!i :•• - . .. •I:L .-... _,_ . ._:, • -.-. L _ A •



LOWER SURFACE VELOCITY PROFILES
CASE 8623 TEST 3 PLOT 6
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Figure 26.
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UPPER AND LOWER SURFACE PRESSURE DISTRIBUTION
CASE 8623 TEST 2
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DISCUSSION

SESSION VII

TRANSONIC PLuWS

General Conclusions

It is not possible to separate out the specific effects of threz important fac-

torn in the transonic flow computationi, namely

"(a) Computational concerns (e.g., grid spacing)

"(b) Turbulence modeling (e.g., is eddy viscosity good?)

(c) Experimental specification (e.g., PoC, CiL a).

fDisplacement Thickness

6 is important in transonic airfoil flow calculations R. Melnik proposed that

eddy-viscosity approaches io not allow for good calculations of 6* near trailing edges

for the flows under conLideration. C. Horstmann disagreed. He said that it is not

possible to indict eddy-viscosity closure based upon our present experience. An over-

all consensus was not reached regarding the use of 6as an indicator of the validity

of a particular turbulence closure scheme, i.e., integral versus finite-difference

time-averaged Navier-Stokes techniques.

Experimental Specification

The computors of these cases used different criteria for setting the airfoil

incidence. Groups 12, 32, 39, and 42 for Case 8621 imposed the measured lift coeffi-

cient on their calculations as per the instruction in the specification. Groups 47

and 50 ran at the geometric incidence. Group 09 ran at an angle of attack determined

from the wall correction formula given in the original data report (available on the

tapes). It was agreed that all computor groups should make sure that the imposed

conditions (c or CL) used in the calculations are clearly indicated in their documen-

tation.

Numerical Dissipation

U. Mehta raised a point regarding numerical dissipation. He asked the time-

averaged Naviex-Stokes computors whether or not they varied their numerical dissipa-

tion (viscosity) in their calculations. Smoothing constants were the same for all

cases computed by Group 50. G. Deiwert (Group 47) stated that that dissipation was

looked at, and was not a problem.

Case 8691

This case does not simulate •-e-air ronditlons because the meaeured downatream

Spreqcu.- ist be used in this calculation. The free-air conditions cannot be used.

Wind-tunnel walls must be included to predict this case correctly (C. Horatman).
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Case 8611

The problem with the shock location, as found in the work of Viogas et al. is due

to Lhe turbulence model used. C. Horstman said he had changed the chock location to

bring it nearer the experimental location by lowering the eddy-viscosity by 50%.

C. Horstman stated that this case could very well be influenced by curvature
termas,

Large Separations

(a) Large separation bubbles are definad as bubbles with a clear plateau

pressure region present (R. Melnik).

(b) Problems were encountered with large separations with both inviscid-

viscous interaction achemei and the numerical method. integral

methods are very dependent upon the turbulence model used when applied

to large separated regions (J. LeBalleur).

Comments Presented in Session XIII

The following co--ents were presented in Session XIII based on sessions and

the written summaries of discussions posted during the meeting. They are

included here to provide a unified, continuous presentation of materialb:

Regarding the airfoil case, A. Roshko commented that some of the older

methods (e.g. Lees) could do quite well in predicting the separation line. R.

Melnik pointed out that they were superso LLc calculations, which could be

marched, whereas he used a fixed-point iteration method (for the subsonic

calculdtion) which does not work, if the mesh spacing is too high.
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TRANSONIC PLOW Case 8621

The specifications for this case did not request plots of 6* vs x/c. Due

to the sensitivity of 6*, especially near the tcailing edge, the Conference

"requested R. E. Melnik to collect information on 6 vs x/c from the computer

groups. The request was made as follows:

SI have been asked by Prof. Kline to arrange for the pre-

sentation of displacement thickness result in the final

volume. I would appreciate your sending me plotted results of

"6 /c, using the following format. Please use graph paper with

nonreproducible lines, and 6"/c determined from the H and 0/c
results you sent in with your original results. You should

send your plots to ,". E. Melnik, Grumman Aerospace Corpora-

tion, Bethpage, NY 11714.

2.0

/I
o0 ------ THEORY solid line

IO Ox100 5" DATA 1/10" diameter circle
C

U /0
0 x/c 1.0

S5.

0 < x/c < 1.2

0< (6*/c) x [00 < 2

The results of this inquiry are given in the report by R. E. Melnik below.
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DISPLACEMENT EFFECTS IN TRANSONIC AIRFOIL FLOWS

by

R. E. Kelnik

It is well knowr, that viscous effects can have a very strong influence on the

section characteristics of rear-loaded supercritical airfoils even at the high

Reynolds numbers typical of flight. The dominant viscous effect is due mainly to the

rapid thickening of the boundary layer over the last 5-10% chord on the upper surface

of the airfoil which in turn is induced by the large adverse pressure gradients

appearing in this region of rear-loaded airfoils. The displacement effect is consid-

erably amplified by the presence of shock ,4aves, which produce nearly discontinuous

increases of displacement thickness across the shock wave. This, in turn, acts to

increase dramatically the displacement thickness approaching the trailing edge 1nni

thereby increase the decambering effect of the boundary layer. In supercritical con-

ditions viscous effects can reduce the lift by as much as 50% of the inviscid value.

Because of the close relationship between displacement effects and section cha-

racteristics on airfoils it was thought to be important to examine how well the

various theoretical methods predicted the displacement thickness. Unforturately the

computors of the transonic airfoil cases (8621, 8623) were not asked to submit their

displacement-thickness results prior to the meeting and these results were, generally,

not available at the meeting nor are they included with the theoretical predictions

published elsewhere in this volume. Because of the importance attached to the predic-

tions of displacement thickness, it was decided at the meeting to invite all computors

of the transonic airfoil cases to submit their displacement-thickness results for the

RAE 2822 airfoil (Case 8621) to this author for inclusion in the written proceeoings.

The computations of the four groups who responded are compared with the experi-

mental results in Figs. I and 2. The results in Fig. I (Case 1) are for a subcritical

flow while those in Fig. 2 (Case 9) are for a nupercritica: flow The supercritical

case contains a shock wave of moderate strength with a local Mach number in front of

the shock of M - 1.30. Although the shock strength is relatively large, the data for

skin friction indicated that the boundary layer remained fully attached.

The theoretical results submitted include three integral-boundary-layer (EE 12,

SG 39, SG 42) solutions and one finite-difference parabolized time-averaged Navier-

Stokes (BOPX 50) solution. All calculations iere carried out at tne experimental

(uncorrected) Mach number. The angle of attack in the EE 12 and BOPX 50 computations

*Grumman Aerospace Corporation, Research & Development Center, Bethpage, NY 11714.
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was set to the geometric incidence, while in the SG 39 and SG 42 calculations it was

adjusted to match the experimental lift coefficient. The resulting differences in the

incidence employed in the various computations is not expected to affect the overall

trends and conclusions. The results in( -ite that all three integral methods do a

crediblc job of predicting the displacement thickness in these flows and that the

finite-difference time-averaged Navier-Stokes method does not. All of the integral

methods correctly predict the nearly discontinuous increase across the shock wave and

the large increase of 5* approaching the trailing edge. It is not surprising then,

that they also give very good predictions of the pressure distribution. The only sig-

nificant differences between the three integral methods is in the wake and :his is

likely due to difference in the treatment of the wake coupling conditions.

The reason for the poor performance of the time-averaged Navier-Stokes method in

these cases is not fully understood although, as in iLny other cases considered in the

conference, It can likely be attributed to both numerical error and inadequacies of

the eddy-viscosity model employed in the method. The time-averaged Navier-Stokes cal-

culations employed about half the number of mesh points on the airfoil as were used in

the integral methods and consequently suffer much higher truncation errors as is evi-

denced also by their poor predictions of surface pressure. This is very likely not

the whole story as the predictions are equally poor for the suberitical ease in

Fig. I, where the solution is smoother and the truncation errors can be expected to be

much smaller. These results suggest that eddy-viscosity-type models for tae Reynolds

stress may be seriously inadequate in the steep pressure rises that occur near shock

waves and trailing edges of rear-loaded airfoils. This conclusion is supported by

similar results reported by Spaid and Stivers (1980). In this reference, finite-

difference solutions of the boundary-layer equations using the Cebeci-Smith eddy

viscosity model showed similar underpredictions of the displacement thickness near

trailing edges. As in the present set of results, integral boundary-layer calcula-

tions reported in Spaid and Stivers (1980) showed reasonable agreement with the mea-

surements. Cebeci and Meier (1979) showed that higher-order closure methods faired no

better for airfoil-type flows. It was demonstraced for the Newman airfoil data that

neither the Bradshaw (TKE) nor the Jones-Launder (k-e) models improved the predictions

of the standard Cebeci-Smith eddy-viscosity model and that all three grossly underpre-

dicted the displacement thickness growth near the trailing edge.

The results above support two main conclusions: I) integral methods can give

very good predictions of viscous flow over airfoils with strong viscid/inviscid inter-

" action and 2) eddy-viscosity-type models for the Reynolds stress may lead to gross

underpredictions of the boundary-layer growth on the upper surface of airfoils and may

be inadequate for airfoil-type flows.
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Flow CaseI

P"Method 8101 8201 8301. 8403 8411 8501

AKVX 0 0 0I
BKWX0 0
BOPX 0 0

HKEX0

RSTC0

AK14C a

I-i S G

Plate No,

V01. 111 139-141 142,143 144 145-148 14q,150  151.

SIMPLE COMPRESSIBLE STR.AINS

__ Cases 8101, S201, 8301, 8403, 8411, 8501

by

-- ID. M. Bushnell*

These flows are essentially compressible counterparts to the incompress~ble tur-

bulent boundary layers considered at the 1968 Stanford Meeting. Except for 8403 (and

perhaps 8411), the normal pressure gradient is quite sruall and therefure these srhuuld

be the simplest (numerically) and most accurate (turbulence-modeling-wise) of thle

compressible cases.

Cases 8101 .nd 8201

S ~As indicated on Fig. 1, Cases 8101 and 8201 are zero-pressure-gradient '-ompressi-

ble boundary layers at relatively high Reynolds i-umber. Case 8101 is essent4ally tihe

variation of skin friction with Mach number for the adiabatic case, ,7hereas 8201 con-

siders the dependence of skin friction upcn wall cooling for Mach 5. Figures 2 and 3

provide an interesting historical background for Case RIC1. Figure 2 indicates the

state-of-the-art circa 1960 (Schuhauer and Tchen, 1961), at which timre there was a

dearth of experimental information. As seen, on the fVgure, the then-avAilnýhIe

*theories predicted a tremendous range in skin-friction level. The ren-on for much

of this theuretical "scatter" centered around the diverse treltm:2nts of the dcnsity%

NASA Langley Research Center, Hampton, VA 23665.
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fluctuation terms in the Reynoldsa-trass expansion. By the 1970s (Fig. 3; Cary,

1969), a significant amount of data was available and the actual experimental varia-

tion of skin friction with Hach number was found to be closey to the lower bound of

the 1960 vintage theories (Fig. 3, adiabatic wall data indicated by open symbols).

Alsa,, by the 1970s, the available "theorieo" (which were primarily data correlations)

were in much closer agreement. The data indicate, somewhat surprisingly, that the

density fluctuation terms do not have to be included directly into heuristic turbu-

lence models; allowance for the local mean-density level appears to be sufficient.

There are two quite contrasting observations which one could draw from a compari-

son of '?igs. 2 and 3. The first obaervation is quite comforting: by the 1970s,

"theory" and experiment were in quite good "agreement," at least for the simple com-

pressibility effects upon skin frictlun (Case 8101). The other observation is not

quite so comforting; given a new physical situation (compressibility), and a lack of

data, the turbulence modelers of the 1950s could not agree as to what constituted a

valid prediction, and most were considerably in error. As a personal observation,

this reporter is not sure that our present state of knowledga in turbulence precludes

this situation from occurring again. The circa 1980 results (Fig. 4) from the predic-

tors at the present conference are in "reasonable" agreement with the experimental

trend and level. There are no obviously wild predictive results (Figs. 4 and 5), the

excursions from the van Driest curve (suggested by the data evaluators) are of the

same order as the experimental data "scatter" (Fig. 3). The effect of wall cooling

upon skin friction (Figs. 6 and 7) is alco relatively well predicted, with no obvious

difficulties.

Case 8301

This flow involves the concurrent effects of favorable pressure gradient and nor-

mal injection from the wall (Fig. 8). Historically, there has been very little diffi-

culty in computing either of these effects separately, and the one predictor who tried

th.s case seems to have had considerable succesE (Figs. 9-11).

Cas.e 8403

This case is the first of these "simple compressible strains" which has E "non-

boundary" nature. The flow develops on the inside wall of an axisymmetric configura-

tion and is subjected to a train of comýresaion and expansion waves (Fig. 12). The

finite inclination of these waves even at this low a Mach number, produces a normal
pressurL gradient (the data evaluators for this case indicate a maximum pressure

change, from wall to edge, the order of 20%). Detailed predictions are shown for

centerbody IV at the intermediate Reynolds number (Fign. 13-17). The skin-friction

and mean-velocity profile comparisons (Figs. 13 and 14) indicate that RSTN 21 is

relatively successful tor this case, whereas the other two predicttons are somewhat
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less successful (but note that they agree with each oLher). However, the form factor

results (Fig. 15) are somewhat confusing, as the only relativcly successful prediction

for H is not RSTN 21, but in fact one of the other results. The explanation of this

inconsistency apparently lies in the relative ambiguity in the definition of form fac-

tor when the static pressure varies in the normal direction (Fernholz and Finley,

¾ '1980), i.e., form factor is evidently not always a suitable parameter for assessing

"the accuracy of a prediction technique.

Of further concern are the comparisons between predicted and measured turbulence

quantities (Figs. 16 and 17). The calculations, particularly for Reynolds 3tress

(which appears, of course, directly in the longitudinal momentum equation for mean

velocity, indicate significant over-predictions. Therefore, although method RSTN 21

produced reasonably accurate mean flow results, the corresponding Reynolds-stress

results are quite poor. The most obvious explanation fcr this state of affairs is

that the flow is essentially pressure driven and therefore for this case mean-flow

- [predictions may not constitute a valid test of the turbulence-modeling approach.

Case 8411

This case is an adiabatic wall adverse-pressure-gradient flow (Fig. 18); somewhat

similar to Case 8403, except at higher Mach number, two-dimensional instead of axisym-

metric and without the favorable pressure-gradient region. There is some concern for

this case that the normal pressure gradient may not be negligible. The skin-friction

predictions (Fig. 19) indicate that RSTN 21 and SG 32 have produced quite reasonable

results. However, the momentum-tbickness predictions are poor for all of the methods

(Fig. 20). The apparent agreement (of three predictors!) with the form factor data

(Fig. 21) should probably not be talen too seriously, in view of the discussion with

respect to form factor on Case 8403.

Case 8501

This test case is the simplest compressible free-shear flow, a free-shear layer

with essentially zero Mach number on the low speed side (Fig. 22). This case was the

cause cel~bre of the 1972 Langley Turbulent Free Mixing Meeting (NASA, 1972), at which

time there were no satisfactory predictions forthcoming for Ahe apparent large reduc-

tion in spreading rate with Mach number.

Since 1972, several further sets of data have become available, and all of them

reinforce this "unpredictable" trend. In the present meeting, only two predictors

Sattempted this case (Fig. 23). The only satisfactory result evidently necessitated an

ad hoc "correction" to the Rotta constant as a funetion of fluctuating Mach number

(Brian Launder, private communication, 1981). There are no detailed data in existence

to determine whether or not this i1 a reasonable "fix." The physicc of this simplest

of the compressible free mixing cases is still essentially unknown.
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Case 8101

dp = 0, B.L. flowf(M), w

M dx aw
e

"7/-7 /7 -7--'7 - / / / / / / / / / 7 / / - -- 7

Case 8201

0= , B L. flow, M =5 F
E T

dx aw

Figure I. Simple comproaaible wall flow canon.
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1.1I Case 8101

0
Insulated flat plate

1.0 Free flight at 15, 000 m

0 Rel= 30 0oo
** CfI = 2.634 x 10

.9 fo r= local skin-friction coefficient

Van Driest II applied to Karman-Sch6nherr Eq.

.8

.7

.6

5 BOPX 31 +

-u-.... BQPX 36 A.4 +

+ RSTN 21 +

Van Driest II

.3 - (Also HN 22 C
& SG 32)

.2 - AKWX 37

. BOPX 43

.1 -BKWX 36

0 BKEX 44

0I 2 3 4 5

Mach number

Figure 4.
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Case 8201

Free flight at 15, 000 m
R =10, 000.7 eF C fo local skin-friction coefficient,

KOrman -Schbnhe rr,

.50

.4- -

.3 -- BOPX 36 A

BOPX 31
.2 - RSTN 21

+ HN 22C

-4- AKWX 37

Tw/Ta

D'igure 6. Variation of Of with Tw/-ray at M 5.
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Case 8501

Supersonic shear layer

dp
- =0. Thin shear layer, f(ML 

- -

dx

Figure 22. Case 8501, supersonic shear la~yer.

Case 8501 7

x AKWC 37

'V0- - R STC -17 B

S RSTC-17A

.05

L

0 5 10 15 20

M
vigure 23. variation of 6 with distance and Mach number.
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RELAMINARIZING FLOW

Case 0281

Technical Report

by

W. Kays

Groups 05 and 07 attempted this flow using methods BlKX a.id BKEX respectively.

Although the calculated values of 0, H, and the velocity profiles are in good

agreement with the data, this is not so for Cf. Group 07 comments that the poor

agreement in Cf reflects the sensitivity to the specification of the free-stream

velocity and consequently the pressure gradient. The initial values of Cf depenid on

the initial valueq of turbulence, and insufficient data are available from the data-

takers to fix these values with certninty.

As noted in the wiqscussion of these cases in Vol. 1, relawnnarization is one of

the few clear limits of turbulent production processes. The process is not a sharp

one, but rather represents a tre.id that must be incorporated in any flow involving

strong acceleration of the external flow over a boundary layer. Por both theie rea-

sons, relaminarizing flows are important checks and limits on any model of turbulent

flows or turbulence production.

However, the existing data for relaminarizing flows are relatively old and

"sparse. Indeed, there is question regarding whether or not the chringes in Cf are

"larger than the uncertainties in the data. Using modern instrumentation .onsiderably

tetter data should be achievable. Hence these flows represent a significant research

area both for improved data and for a larger number of checks of existing turbulent

flow models.

*Sciool of Engineeving, Stanford Uniive~rsity, Stanford, CA 94305.
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DISCUSSION

SESSION ViII

The computors pointed out that clarifications are required with respect to the

taxonomy of Groups 36 and 37, Both th-se groups have used the same model but inter-

preted it differently (BKWX and AMM, respectively).

Case 8101

Regarding the temperature-recovery factor, it was pointed out that they were com-

puted to be 0.M5 - 5%, for the range of Maach Numbers conside,:ed, by different compu-

torn.

Cases 8101 and 8201

"It was noted that Groups 36 and 37 used different methods and grids (and codes)

based on Lhc same model, and they found identical results. This suggests that the -

models were independent of the numerics.

Case 8301

No comment.

Case 8403

H. Fernholz suggested that inclusion of uncertainty limits on the experimental.

data would have been advantageous in making the comparisons between the data and the

computed values.

D. Bushnell questioned the relative magnitude of the pressure gradient and the

total shear-stress gradients in the two test cases (centerbodies 4 "nd 2). The re-

sults for centerbody 4, presented at the session, indicated strong effects due to

pressure gradients since the pressure increased, leveled off, and then decreased. In

contrast, the pressure distribution on centerbody 2, not presented at the session,

rose monotonically and subsequently leveled off to a relatively long plateau. R. Sul-

livan (Group 21) presented this data set at the dinner; it showed an improved agree-

meut between the calculated and measured shear-stress distributions.

It was agreed that the flow for crnterbody 2 is less dominated by pressure gradi-

ents and would provide a better measure of present turbulence models.

J. Viegas (Group 36) pointed out that their mean-flow results were inferior to

boundary-layer code results because their time-averaged Navier-Stokes code solved the

entire flow field, which in this case yielded a quantitatively different surface-

pressure distribution, when compared with the experimental data. However, the trends

predicted by their code agreed with the experimentally obtained trend. It was also

.: See "Summary of Methods and Numerics,' Volume III.]
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noted that D. Wilcox had used different constants in his k-u model than those used by

J. Viegas (Group 36).

H. F3rnholz restated his earlier remark, that for flows with normal pressure

gradients, parameter H as defined in the "normal" sense has no meaning. (Refer

AGAfDograph 253, Chapters 6 and 7.]

Case 8411

H. FernholL withdrew his earlier remarks regarding no mention of three-

dimensional effects in Zwjrts' Ph.D. thesis [entry 7007, AGARDograph 223]: "Surface

flow visualisation tests showed that there was considerable flow convergence in the

adverse-pressure-gradient region as well as divergence it, the zero-presiLure-gradicnt

regions. This was attributed to inflot'/outflow from the tunnel sidewall driven by the

significant pressure differences normal to the test surf;,ce. Pitot traverses -nd

Preston-tube measurements were made at stations 3:1. mm to Aither side uf The center-

line, at streamwise intervals of 50.8 mm. f differed from the centerline value ly up

to 10%. Differences in integral thicknesses were up to 5%."

C. Horstman (Group 36) confirmed that his momentum balance on Zwarts' data

yielded very good agreement and hence this flow merits serious consideration. How-

ever, there remains a disagreement with P. Bradshaw who did not get an accurate momen-

tum balance for this experiment. It was questioned whether the parameter H is of any
use in this flow, since a normal pressure gradient might exist.

The. disagreement between the results of the integral mathods used by Groups 32

and 22 for this flow was possibly related to their selection of which oarameter to

match.

It was pointed out that even a slight convergence in thiis flow a ght account for

the increase in measured e relative to calculations even though computed and measured

values of H and Cf agree well.

Case 8501

D. Chapman pointed to the disagreement between results obtained with unaltered

turbulence models and the experiments. He suggested that this implied the absence of

some essential physics ii the turbulence models for mixing layers in compressible

flows. M. Morkovin agreed and suggested that it should be a matter for basic research

to clarify this aspect.

Relaminarization, CUse 0281

R. Simpson explained that thti experiment was not a relaminarization of a turbu-

lent boundary layo- but rather a laminarescence of a turbule .t boundary layer. (A

sink flow in which the entrainH-nt ceases, the turbule t bursts occur at constant

frequencies, turbulence becomes frozen, and the mean profiles become laminar-like. )

840
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In contrast to W. Kays' remarks, R. Simpson stated that the uncertainty range in

the skin-frLctixi measurements were approximately ± 15%. This would, htwever, not

account for the 25% difference shown between calculated and measured skin frtction.

R. Simpsun shcwed good momentum balances done independently by K. Sreenivasan for thi"

experiment. The conflict with Kayu' statement& in the session thus remains unsettled.

It was unanimously decided to reaffirm support of this flow as a test case and

V. C. Parel suggested that future computors should present the following quantities:

(i) Changes in velocity profiles in inner-layer coordinates.

(ii) The development of turbulent quantities in the streamwise direction.
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IN 'LUENCI'; OF FUMERICS AND COH1'U'VO1 VARIANcIB

IN THE~ COMPUTATION OV COMPLEX TUR.BULENT YLOWS

Results contrtibuted by

P. Chasuaing, I, Demirdzie, Ai *) Gosman, It. Ila Minhi It, A, loss,
M. A. Leschziner, N. N. Mansour, T. Morel, As Pollard,

A. K. Hastogi, W, Rodi, 06 SenlsUerpr, M. gitidir, and D. D. Vgdvomtna

L ~Assembled and Comnpared by

B. 9., Launder

1.Introduction

For the two flows designated "Cenrital Test Cases" several computor groups

provided numerical predict~ons with essentially the qnme turbulence model, a Boussi-

nesq viscosity model baspd on transport equations for the kinetic energy, k, nnd its

rate or dissipation, e (Latinder and Spaldtng, 1974). Some of these were Contributed

an part of the regular suhmisnion to the Conference while others hanve been made 0eqpe-

cia~lly to assist this comparison. The aim of this effort tins becti to allow Nome

assessment to be made of the seriousness of the variations in computed behaviour that

can arise from

(i) differences in the forms of the moan-flow equations solved (e.g.,

the difference betwoen thts full elliptic transport equations and a

parabolic approximation thereof).

(ii) differences in the numerical accuracy arising both from different

numerical approximations and from different dI2greea of mesh refine-

Ment

(iii) "Computer variance' , into which category Is swept All. the very

minor n rations in practice betweun computorn that cannot feasibly

be identified except by a card-by-card check of different prog~rams

and also differences arising from round-off error by the computor.

11iia document aummarizes the outcome of this collaborative exercise and draws some

conclusions. Computntiona are identified by n letter code only, a degree of anonymity

that is appropri ate to the aimn of the enquiry.

2. Cage 0421-'-Tho BAckward-Facing Stop (ace Vig. 1)

Of the six sets of computations summarized in Table 1, setn A-C have been

obtained with versions of the Gonman-Pun VEACH code, set D alao results from the. same

basic numerics as TLACH while sets t and F have been generated by time-manrching

treatments. Thiose lacit two schemes employ a cent ral-d if ference approximation of Con-

vection while the programs used for sces A-ti adopt the hybrid central-upwind approxi.-

mation according to whether the cell. Peclet numer is gre~atr than or less3 than 2. In

practice the upwind option is invoked ovvr most of the flow domain even With tha varyV 8/43



fine meah employed for set @. Most computors do not report the length of their compu-

tational domain though in all cases it appears to be close to 20. Figure 2, adapted

from data provided in support of set B, seems to indicate Lhat this is indeed a oufft-

cient length to have negligible effect on the separated region.

Table I

Computations of Case 0421 Bsckward-FVocing Step
with same BKEZ Model

Nodes Mass Treatment 1 Reattachmrent

•4 X Y Residuals for I length
convection 'f

4 +
A 32 x 32 4 x ].0- Upwind 5.8

6 x 10-5 5.2(r.3)

B 42 x 42 6 x 10-4 Upwind t 5.5

C 26 x 28 "tight Upwind t 5.6(5.8)
tolerance"

D 87 x 38 102 Upwird 5.9

E 39 x 30 ? Central 5.2
59 x 30 "neither
39 x 58 changc

affected RL

F 40 x 40 10-3 Central 6.2

Central. difference when cell Peclet number less than 2

A wide range of mesh sizes has been adopted: the computers submitting sets A

and C, who employed the coarsast grids, acknowledge that their results may suffer a

little from insufficient mesh refinement. Those contributing sets B, D and E believe

their grid-refinement tests have established that their reported results are grid-

independent. Figure 3 shows the dependence of reattachment length on number of nodes

(provided in support of set B): the reattachment length increases as the number of

nodes is raised because the magni.tude of false diffusion is then progressively dimi-

nished. Figure 4 (again provided in connection with set B) shows for a 42 x 42 grid,

I1n the calculations the length of the soluvion domain has been succeasively increased
by adding extra columns of nodes leaving ti-e existing columns of nodes at exactly the
same points used for computations invol-ing shorter domains.
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the variation along the duct of the maximum normalized value of the false diffusion

coefficient rF at any station where rF has been obtained from the formula of Mallison

and de Vahl Davis (de Vahl Davis and Mallison, 1976):

SrF- p V Ax Ay sin 20

4(Ay sin3  + Ax COg 0)

where Ax and Ay are the cell dimensions and 0 is the angle made by the resultant velo-

city with the grid lines.

Tha false diffusion coefficient thus defined is normalized by the local value of

turbulent viscosity and multiplied by the ratio of the local-to-maximum shear stress

at any station (the latter factor was introduced to avoid giving undue prominence to

regions where the shear stress was low). The factor exceeds 0.2 in the region 1-3

step heights beyond the step. However, this representm the maximum error at any sec-

tion, not the mean, and the computor's astimate that the effect of such an error or.

the computed reattachment length did not exceed 0,1M is probably reasonable.

In all contributed cases "convergence" of the iterative solution was signalled by

the sum of the residual errors in satisfying the difference equations falling below

some posted value. A value of thi- summed errors of 10-3 times the inlet value is a

commonly adopted target although whether or not that is an appropriate value depends

on the flow domain, the dependent variable in question, and several other factors. By

accident, the group providing set A allowed computations to proceed many iterations

beyond the usual termination point and found detectable changes in the computed pro-

files (Fig. 5). The normalized mass source appreciably decreased during the extended
"iteration sequence though the computors believe that the variation was principally due

to the dissipation rate equation being insufficiently converged. Another computor

whose solution extended to nearly 2500 iterations, reported oscillations in reattach-

ment length until c had become truly stationary. The similarity of these observations

from independent sources strongly underlies the need to monitor carefully the conver-

gence of the turbulence as well as the mean-flow equations. That less attention has

been paid to them in the past can be attributed to the absence of any simple scale

(such as the inlet mass flow provides for the continuity equation) for deciding

whether numerical errors are "small" or significant. For the k and E equations a

reasonable scheme would be to compare the summed residual errors with the correspond-

ing summed rate of generation of the dependent variable in question over the flow

domain.
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We note from Table I that the reported reattachment length varies, over the six

sets of computations, by ± 0.5 step height about the mean of 5,7,* While it io not

possible to attribute entirely the cause of the difference between one set and

another, some at least can be linked to inlet conditiong. While computers adopted the

gien mean velocity upstream of inlet, only two components of the turbulence energy

were reported, and the location of measurement did not coincide with those of mean

velocity. Accordingly, some estimation and interpolation was needed to obtain the

kinetic energy profile. Group D, in fact, simply prescribed a uniform k. The situa-

tion is more serious for the dissipation-rate profile. Most computers have obtained c

from k3 //2/Z where the distribution of the length-scale . is prescribed. Figure 6

shows a &tartling variation of choice for .. One would expect computations made with

larger inlet length scales (i.e. larger viscosities) to produce shorter reattachment

lengths, but there is no clear trend in this direction. There are plenty of other

possible sources of these variations quite apart from the big differences in computa-

tional methodology such as steady-state vergun transient, centrRl- versun upwind-

differencing, etc. Two that may be mentioned are the detailed differences in
applying, through "wall functions," the well boundary conditions and the various

arrangements for interpolating pressures at the desired position--a problem that

arises for staggered non-uniform grids. Figures 7 and 8 compare the reported mean-

velocity and shear-stress profiles for the different sets of computations. Clearly

differences do exist among the reported results though to keep these in perspective It

would be fair to say that if these were differences in experimental results we were

comparing, the measure of agreement shown in these figures would be regarded as

impressive. Set F which exhibits the longest reverse-flow region also shows the

fastest rate of growth in the outer region. Consistently the maximum ohear stress is

the highest for this set. To give some counterbalance to any impression that this set

should therfore be discarded, however, it needs to be restated that seta A-D are all

founded on the same underlying discretization strategy; so it is, in principle, pos-

sible that all suffer from a common flaw. In this connection, we note that at the

most downstream station, the velocity profile of set E, the other central-difference

computation, also falls below the other computed distributions.

3. Case 0331--The Curved Mixin Layer (see Fig. 1)

The five sets of computations conrributed for this case have emerged from quite

different numerical treatments. Set G has used the parabolic thin-shear-flow oqun-

tions, adopting the given "free stream line" as a reference surfare and obtaining the

This degree of variation is similar to that found in experiments involving repe
runs on the same apparatus. It is significantly short of the experimentally-- i

mated length of 7.0 t 0.5 step heights.
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pressure variation normal to the flow by assuming radial equilibrium, The four other

mets have been obtained ftom the solution of the dindretited (elliptic) Reynolds equaw

tio•o. gets Ho, I and J have been calculated with TACH-based codes, Tile first of

these employs conventional upwind differencing, set I icoorporated a skeo-upwind

treatment while #st J is a ndw code, etill undergoing testing, that adopts a nonl-

orthogonal curvilinear doordinate seti in its application to thia pfoblem one of the

thmilioe of coordinate lines follows a curved path roughly--but not exactly',-following

that of the mean streamlines, Fig. 9. Finally, act K has resulted from a time-

stepping scheme employing central differences,

The -.omputations supplied in this last set were for a 50 x 50 grid; a further

cumputatiun has subsequently been made by the same computors Vith a 61 x 59 mesh

which, they report, exhibits negligibly different mean-velocity profiles but sMall

variations in turbulence energy (the flner grid giving a maximum kinetic energy 5%

larger at 30' from discharge). Set J adopted a grid of 37 m 49 nodes, the larger

number i-a the direction of flow development, Sets It and I were generated by a coarser

mesh (27 x 31) though a smaller x-dimension was covered and the wall boundaries were

treated as frictionless, thus obviating the need to place a substantial number of

nodes in the wall boundary-layer regions. By comparison, the thin-shear-flow treat-
sent of set G has a grid which spreads to just cover the shear layer as it evolves

with 40 cross-stream nodes and a forward step of about 0.02 times the shear-layer

width, With this density of grid nodes, the computations would have suffered less

from, numerical error than any of the elliptic treatments. There remains, of course,

the questions of whether the simplified representation of the strain field and the

assumption of radial equilibrium which are endemic with parabolic treatments introduce

significant errors of a different kind.
An extract from the computed development for the five sets is shown in Vigs. 10

and 11 and in Table 2. Clearly, from Fig. 10, at the 90' position (nominally at the

end of the curved portion) the Cartesian upwlnd computation (11) has produced a signif-

icantly broader velocity profile than the other results-a consequence of numerical

diffusion arising from large grid-to-flow skewness, a feature known to be highly

detrimental to upwind treatments (Leachziner, 1980). The other profiles are less

easily compared because, for the elliptic cases a certain relative displacement of the

profile can arise from different outflow treatments at the bleed slot (see Fig. 9).

However, the maximum slope of the velocity profile at 90" is given in Table 2 for each

of the sets of results, the values being normalized by the experimentally measured

value. It should be said that the turbulence model used in known not to mimic the

gres't sensitivity of turbulence to streamline curvature no one would expect the com-

puted ahear-layer width to be too largo and, thui, the maximum slope to b' too amall.

In this reopect all computations conform with expectations. All three of the
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alternative elliptic treatmonta lead to a considerably steeper velocity profile than

with Cartasian'-upwind differencing. Because the shear layer does not exactly follow

the non-orthogonal mash shown in Iig. 10 the upwind scheme used in sat J will tend to

produce a too rapid apread and thus a too low slope to the velocity profile. Car-

tainly the other two elliptic schemes give steeper profiles. In principle the skew-

upwitd treatment should be free of etrors associated with grid-to-flow skewness, but

Leechziner (1980) has found for linear problems that "wiggles" can occur with this

scheme under certain conditions., It seems at least possible, therefore, that it can

generate too ý.teo. velocity gradients. The performance of the central-difference

' seheme adopted for net K is also somewhat uncertain in high Reynolds number flows, the

treatment being ordinarily unstable unless used (as here) in a time-marching solution.

The parabolic solution, set C, gives results intermediate .ýj~ween sat J and sets I And

* X, though closer to the former.

Table 2

Computations of Case 0331, the Curved Mixing Layer
With the Same (BKEZ) Model of Turbulence

4elative
Eqaint ax. slope

Set Grid Convection Equation Coordinates vax.ocit"set of velocity,'

at 90

G 40 x .026 "Upwind" Parabolic Wehkly non 0.74
orthoe~onal

6 - local normalized
"shear layer stream function
width as cross streamI

variable •

H 27 x 31 Upwind Elliptic Cartesian 0.30

I 27 x 31 Skew- Elliptic Cartesian 0.81
Upwind

j 37 x 49 Upwind Elliptic General non 0.70
orthogonal

K 50 x 50 Contral Elliptic Cartesian 0.85
(61 x 59)

848

I.

.. . "" ' '-,'" " " -. 2i .~ l. ~ .



Differences among the computed results are more pronounced in the shear-stress

profiles shown in Fig. 11. At 900 the maximum sheav stress generated by the parabolic

solution is 80% larger than that for the central-difference elliptic computation. The

non-orthogonal elliptic treatment lies between these two and its shear-stress level in

relation to that shown for the central-difference elliptic scheme is broadly what
.9 wpuld be expected from a comparison of the mean-velocity profiles for the two cases.

The extremely high shear-stress levels arising from the parabolic solution naturally

raise the question of whether this code adopts a sufficiently complete approximation

of the "minor" strains in a highly curved flow. At 600 the peak shear stress is twice

as large as that given by the non-orthogonal elliptic scbeme; it is difficult to con-

clude that such a discrepancy arises solely from numerical diffusion in the latter

treatment.

Overall, this flow is numerically a more difficult one to compute accurately than

Case 0421. If we discard, as we shotld, the Cartesian upwind results, the differ-
ences among the remaining results may well be unimportant for many engineering pur-

"poses. Nevertheless, they do weaken our ability to reach conclusions about the

turbulence model. Exactly which is, numerically, the most accurate of the contributed

result for this case is not certain. There are two extremes of interpretation that

seem possible:

(i) If we accept the boundary layer equations as a satisfactory differen-

"tial model of the flow development, the odds must be heavily in favor

of the parabolic solution being the correct one. The non-orthogonal

'* upwind set would then emerge as the best of the elliptic so'utions

though somewhat impaired by numerical diffusion.

(if) If, alternatively, we disccunt the possibility that numerical errnrs

could cause both the skew-upwind and the fine-grid central-difference

treatments to give a too steep velocity profile at 90 * (noting that
false diffusion generally acts to diminish gradients in dependent

variables), one is led to accept the very similar results given by

these two schemes as the most accurate. The non-orth.zgonal elliptic

solution would then be seen as suffering fairly severely fr .m false

*• aiffusion (though far lest so than an upwind treatment with a Car-

tesian grid) due to the grid being insufficiently well aligned with

the flow. One would conclude that the ,•arabolic nolution did not

include a sufficiently complete representatio,. of the strain field

and/or that the assumption of radial equilibrium ',as inadequate.

*To be fair to the computor generpting the results, we should note they were only

created as "cannon fodder."
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The computors may be able to distinguish betwean tboce scenarios by a more rigor-

ous processing of their output than has been possible merely from a comparison of

rather small-scale graphs. It would of course not ba unlikely if the truth lay some-

where between these extremes.

The downstream development of the mixing layer after the bend shows a gradual

reduction in the differences between the various numerical solutions. Indeed, at

x - 0.556, even the upwind-Cartesian elliptic treatment gives very similar results to

the other schemes. ThiA paradoxical result has arisen from a serious numerical diffu-

sion of turbulence energy earlier in the flow development giving seriously too low

levels of energy (and thus too small viscosity levels) at the end of thA curved por-

tion. The too small viscosities in turn lead to A ton small rate of growth downstream

of the bend. This helps to illustrate 1cw an upwind treatment can sometimes fortui-

tously a:hieve far better agreement with the correct numerical solution than estimates

based on the magnitude of false diffusion would lead one to expect.

4. Conclusions

Satisfactorily grid-dependqnt solutions for simple two-dimensional elliptic flows

with upwind differencinjg can be obtained using meshes of about 40 x 4U providod flow

lines cut at a narrow angle with the mesh and provided the flow pattern Is fairly

stmplL. This is the situation pertaining for Caie 0421. Nevertheless there remains a

sig.nificant amount of variation among the results for this flow whose origin cannot be

firmly attri.buted. There are considerable differences in the prescribed inlet condi-o

tions adopted, and ths1. seems likely to have nade the greateat contribution. The pos-

sible influence of detailed differences in numerical practice has not been eliminated,

however. In this respect, it may '>P significant that at the most downstream position

(X14 = 15.7), the two independently formulated time-dependent treatments give profiles

that stand apart from the other four sets of results all of which emply the SIMPLE

algorithm.

In a flow, such as Case 0331, where the streo4lines make a large angle with the

coordinate lines (if a Cartesian grid is employed), conventional upwind differencing

of convective transport cannot be used for accurate numerical work with a practical

number of grid nodes. The three alternative elliptic treatments lead to a much slower

rate of growth of the shear layer as it develops around a 900 arc-indicating, we

believe, a more accurate representation of the convective processes.

For this case there is generally an encouraging degree of conformity among the

results from the three preferred elliptic schemes and the parabolic computation. It

is not possible to conclude, on present evidence, which solution has achieved the

best numerical accuracy. For engineering purposes the differences in the mean field

are rather small though one must acknowledge that they certainly cloud the issue of
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turbulence modeling. It would probably be informative to retest the codeo with the

effective viscosity prescribed (perhaps uniform, as for laminar flow) rather than

obtained from two turbulence scalars whose levels are themselves found from transport

equations and which are thus also liable to numerical dispersion.

The above conclusions are in consonance with and have inevitably been influenced

by three recent studies (Ran et al., 1961; Leschzitter, 1980; Leschziner and Rodi,

1981) on numerical accuracy in the computation of high Reynolds number ellipHtc flows.
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APPENDIX '
THiE DIFFERENTIAL FORM OF Tlt TURBULENCE MODEL EMPLOYED

The kinematic Reynolds stresses are obtained from

U VT -A+ k

whore the turbulent kinematic viscosity "T is given by

c12 ek'/r.

The two scalar properties of turbulence, k, the turbulence kinetic energy and c, the I
energy dissipation rate, nre obtained from the solution of the following transport

equations!

Vau au au
U "_

ak j jj"

The following values ace assigned to the coofficientgi

c• cc c• ak 0g

H~1 Cc E2cU 0 31

S0.09 1,.44 1.92 1.0 1.3

ai5 9LJ
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a)The backward-facing step 02

sr~~~~ .u w .~'r t ........

b) The curved mixing layor
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Figure ¾The central test rases.
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DIRFCT SIMULATION OF HOMOGENEOUS TURBULENCE AT LOW REYNOLDS N1TM.ERS

By

R. S. Rogallo*

In a set of direct numerical simulations of homogeneous turbulence, the velocity

field is represented at every instant by a three-dimensional Fourier series in a co-

ordinate system moving with the spatially linear mean flow. In these coordinates the
full Navier-Stokes equations admit spatially periodic solutions with fixed period for

all time. The representation of statistical homogeneity in space by strict periodic-

ity requires that the computational period be much longer than any turbulence scale

containing significant energy, or in other words, the simulation must provide an ade-

quate statistical sample of the energy containing eddies. On the other hand, the mesh

cell must be smaller than the turbulence dissipation scales if the simulation is to be

faithful to the Navier-Stokes equations at all scales. Current computing power limits

mesh size to about 2 million cells which in turn limits simulations to those cases

having a rather small range (roughly one decade) of energetic turbulence scales. A
low Reynolds number is usually required to limit the range of scales; this is
particularly true for anisotropic cases where the mean strain leads to growth in both

length and velocity scales (and hence Reynolds number) of the turbulence. For these

cases the simulation breaks down when the growing range of scales can no longer be

contained on the mesh, and this can occur at either the large scales (inadequate sta-

tistical sample) or the small scales (inadequate numerical resolution).

Results of direct simulations of several anisotropic turbulent fields are given
in Rogallo (1981). The mean flows considered are (1) plane strain, (2) axisymmetric

strain, (3) uniform shear, and (4) uniform rotation. Due to the mesh limitations,

total strains were limited to 4 or less and total 3hears (t dU/dy) to 10 or so. only

qualitative agreement with experiment could be achieved for the strain cases due to

lack of measured detail in the experiments, particularly length scales, but quantita-

tive agreement was obtained for the more important shear flow where accurate and de-

tailed experimental data are available. In the very interesting case of uniform reta-

tion the comparison with experiment is hindered by a simulation input error resulting

in a very low Reynolds number, and by the rather large anisotropy of the grid-

generated turbulence of the experiment. Ironically, while this is the easiest case to

simulate because rotation inhibits the energy cascade, and thus limits the range of

scales, it is the most difficult case to handle expeoimentally.

NASA Ames Research Center, Moffett Field, CA 94035.
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The primary results of the simulations for a varlaoty of the turbulence fields are

tabulated and provide a data base for the design and testing of models for some of the

terms in the time--averaged Navier-Stokes equationso These data are used to compare

measured values with values given by the Rotta and the Launder-Reece-Rodi models for

terms in the Reynolds-stress equations for homogeneous turbulence.

This study represent. the first attempt, known to the author, to provide fairly
detailed computational results for anisotropic turbulence to the turbulence-modo.ling

community. Even though the future will bring larger and faster computers, and more

productive ways of utilizing them in the study of turbulence, there is already much to

learn from the simulated turbulence fields in hand.

RFRENCE _

Rogallo, R.S. (1981.). "Numerical experiments in homogeneous turbulence," NASA
TM-81315.
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LAWtO-SCAT4 NUMEIJICAL SINULATION OFl WALL-BOUNDED TURBULE~NT SHEAR FLOWS

P. Maoi and J, Kimt -

In toecent years the large-eddy simulation (Lgg) techlique has shown considerable

promise for the calculation of turbulent flowsn With LES one obtains the large-scale

turbulent eddies from direct numerical integration of the filtered three-dimensional

time-dependent Navier-Stokem equations, whereas the small scale flow field in modeled.

For a given flow, the dividing line between the small- and large-scale flow fields is

determined by the compputational grid resolution, When a large number of grid points

is used, a lArga fraction of turbulent eddies is directly calculated and hence a,

smaller fraction has to b6 modeled. The portion of turbulence that is modeled has • -

scales that are of the order of the computational grid volume which is small compared

to the overall dimensions of the flow field, This is in contrast to phenomenological

turbulence modeling where statistical correlations involving all of the Lurbulence are

modeledl and to the direct numerical simulation approach where all the turbulence

scales are resolved on the computational grid.

Since, in LES, the large eddies are obtained directly from the governing flow

equations, in a typical calculation most of the information about the turbulence

energy, the structure, and time-dependent characteristics of the flow are retained

rather than lout in the averaging process. In addition, unlike the large eddies,

emall eddies are much more amenable to general modelintg because they titsport rela-

tLively little turbulent momentum and energy and tend to be more isotropic. Further-

more, in contrast to the direct numerical simulation approach, in LVS one is not

restricted to low Reynolds number flow., These considerationa provide important

inducements for the davelopment of LES. J

In the numerical simulation of homogeneous turbulent flows and free-ahear flown

one can gnnerally obtain the computer power necessary to resolve the important large

eddies. This is because these eddies do not vary greatly in size throughout Lhe flow

domain. In addition, the overall characteristica of the large eddy structures in

these flow. are rather Insensltive to the Raynoldn number, On the other hand, numeri-
cal simulation of wall-bounded turbulent flows imposes A great demand on computer
speed and memory. Near the wall, local large eddies are typically several, order" of'
magnitude smaller than those away from the wall. More importantly, thout rel.ati.ve y y
small hut locally big eddies near the wall, are responsiblo for most of the turbulent

Department of Hachanical Engineering, Stanford Univerulty, Stnnford, CA 94305,
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@d.:-y production for the entire flow fiold (KUm ut al,. 1971), Theraforn, for a

successful simulation, one has to be able to resolve all the large eddies in the
neighborhood of the wall and at i distance 'rum the wall, If this requirement is not

met, due to computer limitations, the subgrid-ueale (SOS) eddies take on a more active
role and the choice of SOS modl becotase more critical,

In the direction normal to the walls, one can distribute the grid points with

nonl-unifr.rm spacings; More points can be placed near the wall to resolve the viscous
sublayer and the buffer layer, The real difficulty arises in rhe neighborhood of the
wall due to the fine spacing of the streaks (Kline ot al., 1967) in the spanwise, Z,

direction. The site of the computational bo-c in the z-ditection should be large
enough that the artificialities of the boun.dary conditions do not intfluonce the ata-
tistics of the flow field in an undesirable way. At the same time the computational
grid resolution should be fine enough to resolve the streaks. For high Reynolds

number flows (Re > 105) those requirements together with the similar (but less severe)
considerations for the number of grid points in the ntreamwise and vertical directions
place a demand on the required number of grid point.s (> 2 x 106) that is beyond the

capabilities of the present computers. However, for low Reynolds number flows such
simulations are within reach of the presently available super computers. It should be
emphasised that unlike the direct numerical simulation approach, in LES no attempt is

made to resolve the Kolmogoroff length scale, n. For the case of plane Poiseuille
flow, for example, n can be expressed in the wall units as

u 1/4
n (R -

m

where Reg is the Reynolds number based on the channel half width, 6, and shear
velociy, uut, and U is the average mean velocity. For moderate Reynolds numbers
(Re - U r/ l04), the number of grid points required to resolve n in all the space

dimensions is about four orders of magnitude greater than that required to resolve the

important large uddies throughout the flow field.
One approach for reducing the total number of grid points required for adequat::

resolution of suhlayer and outerlayer large eddies in the use of grid embedding tech-
nique. 11are, one would place a large number of grid points only in the vicinity of

the walls and rilatively few grid points in the outer region. The immediate problem
with this approach lies in the numerical difficulties associated with itu implementa-
tion. Another approach is that of Deardorff (1970) and Schumann and co-workers (see
for example Grotzhach atid Schumann, 1979), in which the dynamics of the flow in the
vicinity of the walls is altogether neglected. The calculations are carried out only

to a point in the logarithmic layer where aemi-empirical boundary conditions are
used to represent the near-wall turbulence. This approach is attractive in chat at
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high Reynolds numbers the number of grid points required is drastically reduced.

Furthermore, its numerical implementation is relatively straightforward. With a rela-

tively modest number of grid points, Grotzbach and Schumann have applied this method

to simulate turbulent flows in channels and annuli, They also included such effects

as heat transfer, buoyancy, and wall roughness. There are two disadvantages with this

method. First, by ignoring the flow in the vicinity of the walls, one cannot use this

approach as a tool for studying the dynamics of wall turbulence and its interaction

with the outer layers. Second, the degree of universality of the near-wall boundary

conditions and their effects on the outer solution is not yet fully explored. If such

boundary conditions can indeed be constructed with a reasonable degree of generality,

then this approach can be of considerable practical value for the numerical simulation

of high Reynolds number wall-bounded turbulent flows. .

Recently Moin and Kim (1981) simulated fully developed turbulent channel flow at

Reynolds number 13,800 based on the centerline velocity and channel half-width. These

calculations were carried out on the ILLIAC IV computer with up to 64 x 64 x 128 grid

points. An eddy-viscosity model was used to relatq the subgrid scale stresses to the

strain rate of the large-scale velocity field. The computational domain included the

solid boundaries where no-slip boundary conditions were used. Some of the calcula-

tions reported in Moin and Kim (1981) have required over 50 hours of ILLIAC IV time to

complete. Therefore, it goes without saying that generally, these types of calcula-

tions are not intended for direct utilization as a design tool. However, the amount

of informatiou that can be generated from one such calculation is enormous. In addi-

tion to instantaneous three-dimensional velocity and pressure field, the computer

program output for time-averaged quantities consists of: profiles of the maan veloc-

ity, turbulent intensities, turbulent shear stress, skewness and flatness factors; all

the terms appearing in the governing equations for the resolvable turbulent intensi-

ties and Reynolds stress including pressure-strain correlations; rms vorticity and

pressure fluctuations, one-dimensional energy spectra and two-point correlation func-

tions. The overall agreement of the computed turbulence statistics with experimental

data was good. The computed flow field was also used to study the detailed time--

dependent structure of the flow field. There is excellent qualitative agreement

between the computed time-dependent flow structure and those observed in the labora-

tory. These results are reported in Moin and Ydm (1981) and a selection of them were

presented during this Conference.

To date, all the numerical simulations of wall-bounded turbulent flows have dealt

with flows that are homogeneous in two space dimensions (the direction of inhomoge-

neity is normal to the wall(s)). There are two main mathematical and computational

advantages associated with the calculation of this limited but important class of

flows. In the direction in which the flow is homogeneous, one can u i periodic
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boundary conditions. This choice alleviates the need to prescribe the difficult and

largely unknown inflow and outflow boundary conditions. Secondly, in order to obtain

sufficient statistical samples of various turbulent quantities one can average these

quantities over the dimension(s) in which the flow is homogeneous. The spatial aver-

"aging reduces the required averaging time and thus provides for substantial savings in

computer cost. It is, therefore, important to emphasize that even for the same number

of grid points, the flows with only one homogeneous direction (all the flows that are

two-dimensional in the mean) require much more computer time than those with two.

However, with relatively minor modifications of the existing computer programs a great

deal can be learned about some of the complex turbulent flows. For example, one ca

introduce uniform blowing through one wall of the channel and uniform suction through

the other. Effects of system rotation and imposed periodic oscillations can be in-

cluded by adding a term to the governing equations being solved.

As mentioned earlier, it is expensive to perform large-eddy simulation of wall-

bounded turbulent shear flows. However, it i1 alsc true that considerable information

about the flow can be generated by one such calculation. Indeed, LES is a powerful

research tool in that it provides access to the resolvable portion of velocity and

pressure field at thousands of spatial locations, thus establishing a supplementary

data base to experimental measurements. It can also furnish considerable guidance to

phenomenological turbulence modeling especially with modeling of quantities such as

pressure-strain correlations and dissipation tensor that are not easily measured.

Moreover, in certain practical problems, such as noise generation and flow over com-

pliant boundaries, LES is perhaps the only predictive computational tool available.
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DISCUSSION

SESSION IX

Launder-Backward-?aciLngStep (Case 0421)

Results of computed reattachment length for Computors A-E are 5.5 - 0.3. These

differences are too small to draw any significant conclusion with regard to variations

iii the computors' choice of numerical method. The results of Computer F, however, I
significantly d4 sagree with those of the other computors. Computor F has expressed

concern over the calculated pressure distribution obtained, and considers his results

not definitive for the purposes of this ctaparison.

As a conr'lusion, therefore, because of the agreement of Computors A-E, turbulence

modeling can proceed without significant concern for sensitivity of the results on the I
choice of numerical method.

It should be stressed, however, that there exists a significant difference be-

tween computed reattachment lengthL (5.5 1 0.3) and those obtained experimentally (7.5

* 0.5).

Launder--Curved Mixing Layer (Case 0331)

In contrast to the previols flow, numerical differencrq do provide sufficient

deviation so that one cannot distinguish between effects due to the turbulence model

and tboae due to numerical schemes. In other words, the influence of numerical meth-

ods on the computed results was found to 'A signficant in this strongly curved flow.

Rogallo--Direct Simulation of Homogcneous Turbulence

The reoits of this simulation should be very important to turbulence modelers.

For example, it was found that:

- Dissipation terms are much more anisotropic than expected for the shear

'age.

- Pressure-atrain ter"s produce aitisotropy in the pure rotation case.

SThe results strong.% suggest that length scales and turbulence energy -A

grow exponentially.

The discuasors strongly recommend that these r-sults be considered as a valuable

addition to :he data bank.

Moin and Kim--Large-Eddy Sieu.'[tion Study of Channel Flow-New Results

The calculations were carried out for moderately high Reynolds numbers and in-

clude the e~fects of solid boundaries. The results can be used to guide the develop-

ment of turbulence models. In particular, in the naar-wall region, the calculations

indicate a net transfer of energy from the vertical component of t',e turbulent kinetic

enurgy, to the horizontal component. Therefore, modelers should consider inclusion of
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this effect iL theft models fo" the pressure-strain correlations. Moreover, the cal-

structure of the flow field. The computations can be further used to relate this

structure to statistical correlatiotys.

The discussore advocate that these results be used to supplement the laboratory

data.

General

The WASA-Ams Research Center was commended for providing significant support

over the past several years for the numerical simulation of turbulent flows. Effort-j

should be made to continue these important studies by further investments in manpower

and hardware,

Comments Presented in Session XIII

The following comments were presented in Session XIII based on sessions and the

"written summaries of discussions posted during the meeting. They are included here to

provide a unified, continuous presentation of materialst

U. Mehta asked what the group meant by having the numerics "under control."

E. Reshotko replied that since calculations A through E of the backstep flow gave

results for the reattachment length that lay in a band distinctly separate from the

possible range of experimental data, the numerics could be separated from the effects

"of the turbulence model. P. Roache pointed out that four of the five calculations

used essentially similar numerics and that what surprised him, therefore, was the

range of answers that they gave.

(Ed.: It needs to be strongly emphasized that the presenters of bath the complete
simulations und the LES studies are very clear on what these methods will and will

*'. -, not do. The presenters see the methods as important research tools that have and

will produce important information about turbulence from study of simple cases; some
of this information cannot be measured with currently available instrumentation. The
presenters also see both methods are extremely demanding of computer storage spaceI and run time; hence, they will not adapt for use as engineering tools at least for
some time to coue. This denial of potential for direct use as an engineering design
tool contradicts implications (which appear at a number. of other points in this
volume) by Computors who have not actually worked with direct simulation of LES
methods.]
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INCOMPRESSIBLE SEPARATED FLOW-EXTERNAL PLOW _

Two-Di& ... ional Stalled Airfoil Flow Case 0441 ___

Technical Report i'"_"

r by

W. J. MeCroskey *1
INTRODUCTION

This case concerns the low-speed flow over an airfoil at high incidence. The

primary data were obtained by the so-called flying hot wire technique (Coles et al ,,

1978) on an NACA 4412 airfoil model mounted between plane parallel side plates in the

GALCIT 3.1 m diameter subsonic . 'nd tunnel (Coles and Wadcock, 1979; Wadcock, 1979).

The chord and span of the model were 0.90 m and 1.99 m, respectively.

The test conditions, corresponding to maximum lift on the Airfoil, were the fol-

lowing:

a - 13.90

M - 0.07
r

Re - 1.5 x 106  "'

CL 1.67

CD - 0.072

For these conditions, the boundary layer on the upper surface separated between
x/c -0.75 and 0.80. Measurements with the flying hot wire x-array probe started at

x/c - 0.62 anl r=xte:,diU atoe chord leng•h downstream of the trailing edge. In addi- L

tion, the static oressure distribution was measured on the upper and lower surfaces of

the airfoil.

GENERAL FEATURES OF THE FLOW

Figure 1 shows the measured pressure distribution and, for reference, the predic-

tions of inviscid theory. The comparison of these two results illustrates the rela-

tive importance of viscous and inviscid effects for this flow.

Figure 2 compares the measurements with the prediction of a simple viscous c'zr-

rection method for attarce.] ' )undary layers, due to Pinkerton (1936). The comparison

of these two results shows the relative importance of separation in modifying the

pressure distribution near the trailing edge.

*NASA Ames Research Center, Moffett Field, CA 94035.

873

[I . . . . . . . . .-.:2.1 < .i :3ji~iiiijiii:jK:1:1K: _ 1:..1:.'I'* 1 . '-1*: 2::.!:. : -" :. ":



"igures 3 and 4 show the measured velociiy itJd 4rynolds-stt-su profileis at four
a, t staLtn is (1) ahead of separation, (2) Within the swualraed *one on the aitfoil,

(3) in the near wake, and (4) approximately one chord Tihngth downstream of the tatlin.
edge. According to the evaluator CWadcock, 196i),

"T he main conclusion to be drawn from th Keynolds-titoess data is that the
separation process is relatively regular up to the ttailing edge "if the
airf oil. The real challenge is to understand the mrging process for the
two shear layers just downstrasm of the traiting edge and the subsequdnt
rapid relaxation toward the final state of a conveittional wake far doWn-
stream."

CALtILATION METHODS
Five computoris submitted vesults for this case. As in.dicated b-alow, the tech-

Saniques that were employed varied from a simple vortex method which ignored all of the

structure of the turbulence, to a time-Averdged Navier-Stokes code with a two-equatlon

k-c madel.
ML 46 - integral boundary layer Fnr attichsd f Low: semi-enptrical

vortex model for the wake.

BE 27 - integraol boundary layer (energy integral) -zonal wodel on the
airfoil; calculations not extended into the wake.

so 42 - integral boundary layer (entrainment with shear-stress lag)
soal model; cua limited to 13.6'.

BIKX 41 - Doummineaq one-equation model with dampid CT in the Reynolds-
averaged Navier-Stokes equations.

WREZ 23 - ouasinesaq two-equattion k-c model with law-of-the-wall in the
Reynolds-averaged Navier-Stokes equations.

RESULTS AD DISCUSSION

The computed pressure distributions are compared with the experimental reaults in

Fig. 5. In this global comparison, some computers achieved good agreement in the

leading-edge region but not near Lhe trailing edge, whereas the ones who predicted the

correct trailing-edge 1o•l. failed to gut the right leading-edge suctioni peaO.

Figure 6 shows the trailing-edge region in more detail. With the exception of

method 3XKZ 23, none of the calcu,,ationa show the correct presiure differenoe between

the upper and lower aurfaces of the airfoil.

The mean-velocity profiles ere shown in Fit, 7, Wa results were provided by

computor M1. 46, nor by computor PK 27 downstream of the trailing edge, With the

exception of hRKEZ 23, the rhsults shýown are in reeasonablh agreement with the mansure-

wants for the first three atations. However, all results show excessive velooity

defects at x/c 1.95, and the wake poeittio according to BKKZ 23 . itnuorrect,
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•igu[ 001opateg the thrite •tio of computed Roynolda-atrdso prof'iles with the

meadurame.ti, A dimurepancy at x/o - 1,17 im evident, but otherwise the agreement

iN atitfattoryi It may be wationed that whurtam the Reynoldo atreaves according to

HKEZ 23 at the iaportant "Lotions Yc - OM and 1,17 agreed fairly well with exper-

iment, the calculations of U2 (Fig, 9) and V2 (not shown) did not,

CONCLUDING RE9MAd( S

Tihe precisioti of maxiwum lift on an airfoil ham long been considered a mjor
challenge In applied fluid dynamics. Therefore, it it gratifying to note that five

eadb of computed reoulta, employing a wide range of different methodologies, agree

fairly Well with each other and with the experiment. In this connection, it is inter-

esting to note that in discussions following the presentation of the results, none of

the comltors felt that turbulence modelingPs a limiting factor for this flow.

Nevertheless, it seemq evident that all of the methods, and the experiment for

that matter, could and should be improved upon. Whether due to problems with the

invisecid part of the solution, the viscoun-tnviecid coupling, spatial resolution with

the grid employed, or something alse, no computer correctly predicted the measured

pressure distribution In both the leading- and trailin'-edgc regions. Purthe•'more, as

alludad to in ndvance by the evaluator (Wadctock, 1981), each of the three computors

that attempted to calculate the flow in the v1scous wake encountered difficulties in

the near wake. Of course, the other two provided no information there.

The importan|t issue of drag prediction was addressed only by computor Group 42,

and him value of GO was about half the experimental value. In addition to its practi-

cal signtificatce, eb in probably a useful and sensitive criterion for assessing Mhe

prediction of tile interaction of the viscous region with the outer flow.

In future comparisons of thin type, it would be worthwhile uo compote the flow at

angles of attack somewhat above and below the angle for maximum lift. Experi~nental

information for these conditions would also be domirable.

Colen, D., H. Cantwull, and A. J. Wadeock (1978). "Tho flying hot wire end related
instrumentation," NASA OR-3066.

Colas, D., and J.1 A. Wadcock (1979). "Flying hot-wire study of flow past a NACA 4412
airfotl at maxitqum lift," J--AAA •174, 321-329.

Pinkerton, R, H. (1936), "Calculated anid measured pressure distributions over the
T mid.pant section of the NAGA 4412 airfoil," NACA Report No. 563. 4

Wadiuok, A. J. (1979). "Structure of the turbulent aeparated flow around a stalled
airfoil," NASA CH-152263,

Wadconk, A. J. (1981). "Two-dimensional stalled airfoil, Vlow 0440, Came 0441," Proc.
1980-81 AIhOU-R-ITTM-Sitanford Conference on Comwilox Turbulent Flows: Compnrison of

~fl ationand V~mpeimt, Vol.ijj 1,~
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Methods Used--Segsion X

(Internal Flow)

Ca sme L..

Method 0421 0422 (P2) 0423 (P3) 0424 (P4) 0431

RSLZ o

BKEY 0

AmEZ 0 4

BK.Z •

BOLX 0

BILX 0 0 0

BIKX 0 1
BKWY -

V B~0PK

D5QZ 6 0

HNN

Plate No.
Vol. III 101-108 180-183 184-186 - 109-113

No plates were prepared for Ca'm 0424 (P4) (see Footnote *).

INCOMPRESSIBLE SEPARATED FLOWS-- ENTEP.NAL FLOWS

*Dept of M~ha~ia1 ~ntnecBackwSa rfd-Facv~ring Staiop d ~

• o-1.3t Cases G421, 0431; Predictive Cases 0422 (C2), 0423 (P3), 0424 (P4)

) '• Technical Report

+ i by

,'J. K. Eatonj

Four test cases were classified as separated interual flows. All four were nomi-
nally two-dimensional flows in enclosed -passages which contained large regiona of

reversed flows. It wan expected that these t-auea would require elliptic codes for

adequAte calculation of the flow.

•Dept. of Mechanical Engineering, StanfordH Utivwralty, .qtAnford, C"A 94305.

• Groups 17 And 30 submitted preliminatry rusultri for Cana 04214 (114) bkiLt haes wore not

presented to the Conference, since t~he expa'etmentel data for comparison ptirpomen worso

nort available. (The Conference polOicy wna not to prosont any voaultn where dal:a for
comparison are not available.)
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The four cases were a separated diffuser flou (Case 0431), a backvard-facing-otep

flow (Case 0421), and two modified backward-faidng-step flows (cases 0422 and 0423).

The latter two cases were "predictive" test cases, in the sense that data Were not
ravuled to anyone but the present author prior to the 1981 Conference, thus computae

tiono were blind or truly "predictive,"

Case 0431

Case 0431 is a separated diffuser flow. The data were taken by Simps#n, Chewl

and ShIvaprasad at Southern Methodist University, primarily using Laser-foppler ane-

momitry. The flow is a turbulent iboundary layer whidh separate. under an imposed

adverge-pressure gradient (see Fig. 1 and pictorial summary above). The flow remains

separated until the end of the tunnel, a fact that caused some questions to be rAised

about the usefulness of the data. However, most computors tndicetted that their calcu-

lation results were independent of the details of the boundary condition specification

at the exit plane.

The case was computed by six groups using eight different methods, Including

three integral methods and five differential methods. The skin-friction variation wad*

reasonably well predicted by all of the methods (see Fig. 2). Two of the integral

methods (Groups 27 and 45) gave excellent agreement with the skin-friction data.

Group 30 used both an inverse boundary-layer code and a viscous-inviscid interaction

scheme with the same turbulence model. The viscous-inviscid interaction scheme did

appreciably better in computing the skio friction.

T he separation location was reported for four of the computations (see Table I).

The calculated separation location was upstream of the measured separation point in

all but one case.

Table 1

Separath o e Location

Group Method Separation Location

Data 3.4

14 D5QV 3.28

28 BOPX Parabolic 3.2

28 BOPX xlliptic 3.2

45 HN 3,47

The Yp data• indicate that separation (C- 0) occurn at approximatety x - 3.4 m,

The measured moan-valocity profiles also indicate that separation occurs between

5The calculations of Oroup 28 wecc left off Fig, 2 because. their norinativ.nI il wan

dif ferent from that or the other computations.

) is; the function of the timi the flow is moving forward n~oar the wall. At separa-
tdon yp 0.5
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x 3,4 and 3,3 m# The itte8.al moehOd bp:fically adapted Lo thin type of flow

oeemi to do the beat job of predicting the sopaovtion location.

The wan-velucity profiles upstrcat of separation are weli predicted by ail

Oroupo except droup 28; It seems that almost all methods are capable of calculati.'g

an attathed boundary layer aucurately& Within the aep ated-flow t•egion, tWo of the

ivitegral methods (9E 271 HN 45) continue to calculate the profiles accurately (see

Vig. 3).• owave. , the profile family of OroUp 28 apparently cannot represent reversed

flow. The differential methods do a slightly poorer job in the separated-flow region.

Both Groups 28 and 30 use eddy-viscovity-tYpe models, yet get drastically differ-

ant results. It is doubtful that the difference can be attributed to iumerics, since

Oroups 28 used both elliptic and parabolic codes and obtained similar results. On the

other hand, the results of GroUp 14, who used a five-eqUation differential model, are

quite similar to the results of Group 30. Both are Wn reanonabiy good agreement with

the data. The significant difference between Group 30 anid Croup 28 may be in the wall

treatment. Group 28'" calnu3ation to very poor in the near-wvll region, The reverse-

flow region appears to be much too thin.

Reynolds shear stresses were computed by only three of the groups (the differen-

Lial methods). The five-equation model (D3QX 14) gave excellent results upstream of

separation, while the two eddy-viocosity models gave reasonable results (sen

, Pig. 4). Downstream of separation, the five-equation model (D5QX 14) contlnued to do

a good job, while the two eddy-viscosity methods (BOPX 28, BILX 30) failed to predict

the correct shear-stress levels. The shear stress grow far too rapidly in Group 28's
oomputptioa. The shear-stress computations of Groups 14 and 30 war@ quite similar.

In both cases the peak shear sLress was significantly undurpredicted, Despite the

Sfact that the shear tress is underpredicted, the growth rate of the shear layer is

overpredicted by Group# 14 and 30, The mean-velocity profiles show that by -x/H - 3,97

the computed froe-shoar layer is signLficantly thicker than the data indicate.

Case 0421 /

"Case 0421 is a flow through a,,,wdiwe•ieonal, aingle-nided sudden expanpion (see

Pig. 5). The data werd collected. bi Kim, KlIne, and Johnston of Otanford Univorsity.

The Hlow was com0putld by eleven difforent groups using a total of 1. diffveret math-

odi, Mine of the methods used a Houasineaq (oddy-visoosity) model for the Heynolds

streasss, Of these, meven mathodo w•er variations of the k-c modal of tkurhulelcoe.

The other two used a mixing-laiigth model and a k-k model. Three of the |nothods used

algehrato streus moduls, nne used a differential wodel (05QZ) and one uicd a full

koynAoldo-stresa transport model, Yinally, there woa a Ingln• •ompkitation of the flow
,using an integral method,

PUB1
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The mingle wit itpottant ptrAuetet to compute in a backward-facing-step flow is

the feattanhment length, Vigute 6 show* the computed reattachment length for each of

the 15 methods, The Rduusiihsnq mthods with k=c turbulenee modeling all underpredict

the reattachment length by about 20%, This im also true of one of the algebraic

stress models and the full P.eynoldo-strees elosure. Possible reasons for the conuas-

tent underprediction of the reattacheent length will be discussed later. The rest-

taehmient length was overpredicted by the five-equation model (D5QZ 14) and the one

integral method (VZ 27). The latter method obtains quite poor agreement with all of

the measured parameters, so it would not be expected to calculate the reattachment

length correctly,

One of the Boussineaq modelo which uses a mixing-length formulation (BILK 30)

predicted the reattachment length quite well. The "standard" algebraic stress model

employed by Group 17C obtained results similar to the toustineaq models. However,

the algebraic otress model AKEZ 17E employing a modified c equation in which

k2  ) replaces Pkk does an excellent job of calculating the reattachment

length. The computors of Croup 17 felt that the modified c equation correctly

accounted for the stabilizing effects of shear-layer curvature, resulting in an

accnrate prediction of reattachment length.

band of results is shown for Group 44, because three different reattachment

length& were reported. The longest reported reattachment length is close to the mea-

sured value. However, other computed parametere-especially the static pressure--are

in very poor agreement with the data. In the discussion of numerical checks, it was

suggested that some numerical difficulty must have arisen in this calculation. The

results were not in agreement with other computations made using an identical

turbulence model. Therefore, the good agreement with the reattachment-length data

must be regarded as coincidental.

The uncertainty in the reattachment-length measurament was quoted by the data

evaluators (the present author and J. P. Johnston) to be ± one step height. Hany of

the computations of the teattaohmtnt length fall near the lower bound of the uncer-

tainty band. However, the static presaure data shown in Fig. 7 confirm that the corn-

puted reattachment length is significantly shorter than the actual value.

The atatic prosurve distribution is generally quite well predicted by almost all

of th@e methods (see Vig. 7). The overall pressure recovery is usually quite well

predicted, and the pressure rise between the centevr of the separation region and a

point far downstream is within l0% of the menaured vAlua for most of the methode, The

worst prodiction of pressure reuovury was done by the integral method (2/) and one of

*(VKd.t bee important ramarko on this point in discussion, p. 907.1
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the Boussanesq models (BKEZ 44). It is not apparent why the results of method 44

differed so markedly from those of other similar methods. The pressure distribution

calculated by the differential model (D5QZ 14) is very irregular, perhaps due to too

few grid points in this calculation.

Several plots of shear-stress profiles in the reattached flow were produced by

each computor. Unfortunately, these plots are not very useful in most cases, because

the computed reattachment length is so short. Therefore, the computed layer has had

much longer to recover after reattachment than the experimental layer. A reasonable

comparison cannot be made under these circumstances. However, a plot of the peak

shear stress as a function of distance from reattachment is very revealing. Such a

plot is shown for three representative cases in Fig. 8. A "data" curve which was

estimated from other workers' measurements in the separated flow and the actual data

points in the reattached flow is also shown. The calculated shear-stress levels were

much too high in all but one case (AKEZ 17E). The shear-stress levels calculated by

Group 17C and 17E are shown in Fig. 9.

The severe overprediction of the shear stress in the separated shear layer may be

the cause of the underprediction of the reattachment length by most computors. Method

AKEZ 17E did by far the best job of predicting the shear-stress levels and also accu-

rately calculating the reattachment length. However, methods BOPX/BOLX of Group 30 L

also accurately calculated the reattachment length while obtaining very large values

for the shear stress.

Many computors blamed the poor agreement between measured and computed shear

stress on the lack of adequate modeling for curvature effects in the free-shear layer.

None of the Boussinesq techniques had curvature-sensitive terms in their turbulence

* model. On the other hand, method AXEZ 17E uses a modified c equation which is sen-

sitive to stabilizing curvature. This suggests that modeling of curvature terms is

extremely important. However, curvature effects should be quite weak until very near •

reattachment. The ratio of shear-layer thickness to radius of curvature is quite

small upAtream of the reattachment zone. In addition, the computed shea--stress

Slevels are much larger than those that occur in a plane (uncurved) mixing layer. In

the present author's opinion, more detailed experimental data are needed before we can

conclusively say which methods correctly model the effects of stabilizing curvature.
.j Almost all of the methods had difficulty in predicting the flow in the reat-

tachment ragion and its downstream recovery. One would expect modeling to be excep-

tionally difficult in this region, since the flow is changing from a free to attached

S.e Eaton, J. K., and Johnston, J. P., "Arn Evaluation of Data for the Backward-Facing
Step Flow," Proc. 1980-81 AFOSR-HTTrH-Stanford Conference on Complex Turbulent
Flows: Comparison of Computation and Experiment, Vol. I, pp. 275-278.
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shear layer. The large-scale stricture is grossly distorted and is not characteristic

of either a boundary layer or a free-shear layer. An interesting feature of most of

the computations is that the shear stress begins to decay well upstream of reattach-

meat, a phenomenon that has also been observed experimentally. An extremely high rate

of decay of the shear stress is calculated by most of the methods. Therefore, the

shear-stress levels in the recovery region downstream of reattachment are roughly

correct, deapite the fact that the levels were too high in the separated flow regicn.

Several of the methods (BKEY 33, BKEZ 17C, BKEZ 17F, BOLX 30, and D5QZ 14) show good

agreement with the measured shear stress downstream of reattachment.

The computations of mean profiles in the region downstream of reattachment are

less satisfactory. The a profiles are pootly predicted by all but one method. It

should be noted that the uncertainty of the data is relatively small in this region,

so disagreements indicate an inaccurate computation. For most of the methods it is

* difficult to compare the computed and experimental velocity profiles because of dif-
j•.m *

, ferences in the reattachment length. However, in almost all cases it is apparent

that the computed mean-velocity profile is not recovering as rapidly as the experi-

.mental profile. At x/h - 13.33, the computed velocity defect in the inner region is

much larger than the actual defect. One would have expected the opposite trend, since

the reattachment length was underpredicted.

Two of the methods, BOPX/BOLX 30 and AKEZ 17E, gave good results for the

reattachment length, so their mean profiles could be checked in detail. The computed

profiles are in reasonably good agreement in the recirculating flow (see Fig. 10).

The results get progressively worse in the recovery region following the common trend

of too large a velocity defect in the inner region. In the case of Group 30, the

* deviation is small and the results are still quite good at x/H 13.33. Group 30

uses an algebraically described length scale in the recovety region which is

especially adapted to the backward-fa-ing-step flow. Most of the other methods use

the k-E model of turbulence. It would be instructive to compare the length scale

produced by the k-c model to the prescribed lergth scale used by Group 30. Tn

addition, the calcalation of at least one group which used the k-c model should be

compared in more detail to the Kim, Kline, and Johnston data. This could be done by a

computor who has access to all of the necessary computational output.

Case 0422 (P2)

Case 0422 (P2) is a predictive case on flow through a modified sudden expansion.

The flow geometry is shown in Fig. 11. The opposite-wall angle is variable, allowing

the experimenters to vary the applied pressure gradient. The data were provided by H.

In retrospect, we should have specified velocity profiles at fixed distances from the
computed reattachment point.
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I
L, Seegmiller and D. Driver of NASA-Ameo Research Center, and were independently

checked in part by S. Pronchick at Stanford.

Six cimputation: were performed by three groups, including fiva coomutatiotis

which employed the k-c model of turbulence with either the Bousaineas or the algabraic

closure scheme, The sixth method (21) used a Reynolds-stress transport model. Oroup

17F was the only gtoup to supply a complete set of results. Therefore, results from

some of the groups are missing on the compiled figures.

The reattachment length was measured and computed as a function of opposite-wall

angle (see Fig. 12). All of the methods underpredict the rvattachment length. At

small angles, the algebraic stress model with a modified E equation (AK8Z 17t) wus the

L most successful. This was also the case for the normal backward-facing-step flow

(Case 0421). The agreement with the data is not as good as it was in Case 0421, but

it Is within about 10% of the correct answer. It is encouraging to see that method

AKEZ 17E correctly predicted the trend for small angles. A more detailed comparison

of the computation with data is required to understand why the computetion deviates

from the experimental trend at larger angles. The rpattachmnent length romputntionn

were the only information available for method AKEZ 17E. Method BKUZ 17H seriously

underpredictid the reattachment length at small angles, but then correctly predicted

the reattachment length at large angles. The trend shown was badly in error.

Detailed profiles of mean velocity and shear stress were provided for a wall

angle of 6 b. Figure 13 shows that the shear-stress profile in the separated shear

layer is well predicted by both the Reynoldn-streas model and one of the k-c Bounsi-

noeq models. Computed shear-stress profiles were not available for the other methods.

At reattachment, the Reynolds-stress model still gave excelleat agreement with the

measured shear-stress profile. However, the eddy-viscosity method, BKEZ 1711, overpre-

dicLed the shear stress substantially (see Fig. 14). This was the #sAu tvend obaerved

in Case 0421. Downstream of rnattachmert, the shear stress computed by the Reynolds-

stress model decayed much too rapidly. By x/H a 16, the computed peaAk shear stress

was only one-half of the experimental value. The Boasinctsq method did an o(eollenL

job of predicting the ohear atress in the recovery region, io had been the cane Vor

Flow Case 0421.

Computed mean-velocity profileR ware provided at the ntreasmwisne location of the

computed reattachment point for methods BKRZ 07, BKU' 1711, And k9RL.Z 21. These pro-

files are compared with data in Vig. 15. The agreement in reasonnhly good for all

three methods. The computed moan-velocity profiles do not resover from th.1 offe'ts of

reattachWent as rapdly do the Qxper mental data. Figure 16 ihown the mean-velocity

profiles at x/il - 16. The pradit.tiono of method BK1.Z 07 are In excellent Agteomat

with the data. Howvere, it should be notud that tho prodictud rMatLAtLhWnt length was

approximately three ntop hu¶ ghtn: too short for thin method. Ti tht rtcovtiry rogifn
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Verar crrectly rsod~1ed, the computted ptofildu WOUld be Wsove Cottiploetely recovered by

In fitfairy, far mmil waall anglos. the computer pngratts gave siffildr results in

the predictivo- (0422) and pioutdicti've (0421) cases, rhat is, parameterm whio-h arie

a~eurakely coicul-tted for~ Case 0421 are also aecuriftely calculated foe Cone 0422.

This is an encouraging~ result which indicates that the programs may possibly be used

to extrapolatct fruta an available data base. HoweVeri for anglet; larger than about 6',

the computed results began to deviate from the data in a more unpredictable manners

It is clear that the current models are far from achieving universality. Even a waill

angle Of 10" in only a relatively email geometrical perturbation from the standard

backwaird-facing step.

Cae0423 (P3)

CaeCase 0423 (113) is another modification of the single-mideri, sudden-expAnsion

flow. In this came the ent ire downistream duct in turned nt oni angle to the inlet duct

(see Fig. 17). The datat uvre provided by R. V. Weatphal an~d 3. P. Jolinnton of Stnn-

ford University. Only two comput'ations were done for Case P3, probably because the

geometry was more difficult to handle than the other backatep variations. Both groups

usad eddy viscosity foitaulations with the k-c modal of turbulence. Figure 18 showe

the computed variation in reattachment length. Although method 17 has predicted the

trend of the dita, both methods drastically underpredict the re~ttachment length.

Tito computationa obtained relatively good results for the stotir. pressure distri-

bution. Figure 19 shows the static presoure profiles for ani anigle of 10O. The agree-

ment shown here is typioal of all of the computed pressuve distributions. Again, the

differencesn between comptitation antd experiment. were) similair to diffrennes observed in

the ordinary backward-fac.ing step. The computed basie pressutre iv somewhat too high,

but the pressure recoverjy from step face to far dowuntreAm ip approximntely correct.

* One may ounpoct numerical urror in the regiton of the corner an the cause of the incor-

ceoat base-punansure canulcli~lon. However, while tho two methods usead nearly Identical

turbulence miodels, thoy usoad difforptnt nutiuovIva. A~pnirent ly I he m~util 'suneo problems

in the region of the corneor.

As with Gaves 0,421 and 0422, iisuan-velootty prurlilca Are difficult to compare

because of the difference in computetl and muiastired reattarhment lentfigt. IIn this case0

a comp)uted uwavin-veluc ity profl I wAu req~uouted ait the computed VreatuIncluent location.

Uroup 17 produced thin output , And the Agrwowen WWI (in dto Wan excel lent (FPig, 20)-

lit general, although only two' cottiputer groups at tumptod this cose, the resultsn

were aniuuraghig. (riinp 11 vorrevtly preditV.Ld the trond of iNoronninu reettachment

length with inc roAting aingie. Tn at it i v vIA t I ou f aIr om mo Ait Itr Pd pa roct mPLvr t Were (

uimilar to devi ALInone wh ich were obnerved Lin the pnatd ict ye hovkwtird fac~i ng-s tep V1as1

(0421).
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CASE L3
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Figure 3. Mean velocity profiles at x - 3.97 m. Solid lTines are data.
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CASE 0421

DATA TAKERS: KIM, KLINE, JOHNSTON

COMPUTAT IONS

11 GROUPS 7 11KE

15 METHODS 2 AKE

2 OTHER BOUSSINESQ
I OTHER ALGEBRAIC

2 HIGHER ORDER

I. INTEGRAL METHOD

Figure 5. Sketch of flow field and summary of computations for Case 0421.
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[[ Figure 6. Computaý Jo~j of reflL~achment lengths.
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CASE .421

40 otrl- 02 I
/_-. , 0 86 E? 078

r4 *e
""Pwa 1 801 1e "7-

00. 4 arY 33

• 0 o00 i 0
/ C * 'I * 0

•t, A:

0 0000co

1-- 0 /

o ~x/H a

Figure 7A. Computed static pressure ci•qtributions.
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Figure 7B. Computed .gtatic pressure distributions.
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Figure 8. Typical computed shear-stress levels.
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Figure 9. Shear-stress lev•els for merhe AKEZ 17.
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Figure 10. Mean-velocity computations.

PREDICTIVE CASE P2

DATA TAKERS: H, L, SEEGMILLER AND D. DRIVER
NASA-AMEs

.1.

DATA SUPPLIED: COMPUTATIONS:

STATIC PRESSURE GROUP
MEAN VELOCITY 17
SHEAR STRESS 07
SKI,, rRICTION 21

Figure I1. Sketch of flow geometry and summary of computations for Case P2.
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PREDICTIVE CASE P2
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"Figure 12. Reattachment length computations for Cass P2.

_PREDICTIVE CASE P2
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SI ° '
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.. - "•uv/,., 0• ( 1 0.3

Vigure 13 Shear-stresa computations in the separated shear layer.
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Figure 14. Shear-stress profiles in the separated flow region (x/H - 4) (Case P2).
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Fipure 15. Mean-velocity profiles at reattachment. Diamond symbols are data

(Case P2).
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Figure 16. Mean-velocity profile in th~e recovery region (Case P2).

PREDICTIVE CASE P3
DATA TAKERS: R. V. WESTPHAL AND J. P. JOHNSTON

STANFORD UNIVERSITY

DATA SUPPLIEZ- COMiPUTATIONS-

STATIC PRiESSURE 17? 3KEZ
MEAN VELOCITY 07 RKEZ
REATTACHMENT LENGTH
SKIN FRICTION

Figure 17. Sketch of flow geometry and summiary of computations for case P3.
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Figure 18. Reattachmnent length com~putations for Case P3.
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Figure 19. Static-pressure computations for Case P3 (ai 1)
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PREDICtTIVE CA'I P3.
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*,igure 20. Mean-velocity profile at reattachment for Case P3 (a 10).
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DISCUSSION'

SESSION X

EXTERNAL FLOWS

Two-Dimensicnal Stalled Airfoil, Case 0441

The group reached a consensus, or near consensus, on the following topics:

Unsteadiness

The group considered whether the flow about the stalled airfoil was subject to

self-induced unsteadiness outside of the viscous regions. It was decided there was no A

evidence to indicate this and that the velocity-fluctuation measurements indicated the

contrary. Therefore, there was unanimous agreement that the flow about this airfoil I; .

could be considered steady.

Boundary Conditions and Tunnel-Vail Effects

Several computors expressed reservations about the effects of side walls and the .

vortex generators on these walls, top and bottom walls, and the upstream and down-

stream tunnel gaometry. Some computors included the tunnel walls as outer boundary

conditions, and som- assumed free-air conditions. H. Moses (Group 27) tried extending

the distance to the upper and lower boundaries and got different pressure results.

While relatively secondary in Itnportance, it was agreed that the boundary-condition

effects could not be ignored; they may have quantitative effects on the results. It

appea•. likely LhL L ita .Lmant Uill lw- :cpcated in dliffcrent laboratories.

Computational Grids

Navier-Stokes computors (Groups 23 and 41) .t that their grids were not fine

enough and/or that truncation .rrors existed. Group 27 felt the same, and is engaged

on further grid refinements. Groups 42 and 46 Zelt they had an a,•eqauA nu.-rsr -f

brid points.

Importance of Turbulence Modeling_

Details of the turbulence downstream of the separation point were not particu-

larly important for calculating the pressure distribution for this airfoil. Extremely
simple models of the separated and wake flown seem to give reasonable results. Row-

ever, turbulence modeling would 1be important when computing the detailed structure of

the wake and is also a factor when determining the separation point. It is interest-

ing to note that for this flow turbulence modeling was not viewed as a limiting factor

by any of the computors (see item below).
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Cornutors' Views of Difficulties with This Flow

(a) Group 27 (Integral Method)

0 concern about the use of integral methods to model separated flow

ragions

* lack of wake calculation.

(b) Group 42 (Integral Method)

* numerical problem of coupling inviscid and viscotis equations when

the separated region gets large.

(c) Group 46 (Vortex Wake Model)

0 would like to improve wake model (for example by using an entrain-

ment model).

(d) Group 23 (Time-averaged Navier-Stokes)

0 inadequate number of grid points

* outer boundary conditions

* asymptotic behavior of far wake.

INTERNAL FLOWS

Case 0431 (Separated Diffuser Flow, R. L. Simpson)

1. The question of how the downstream boundary condition was applied by the five

computors was raised. Groups 14, 45, and 30 were represented, and each said

essentially that the downstream boundary condition was no real problem for their

computations. It is the impression of the diseussors that none of the computors

used the actual specified downstream boundary conditions. Either they did not

need them, or they concocted a zero-gradienL condition appropriate t(* their own

particular method. It was a surpcrle to ua•covzr the the three computors present

at the evening discussion were satisfied both with their computations and with

the specification of downstream boundt..y conditions. Murphy, Group 28, had ear-

lier expressed a similar sentiment.

2. Although the shear stress computed by Mellor's method (Group 14) appeared low in

the separated flow region, it was pointed out that agreement was actually quite

good everywhere, except near the end of the computational domain. The reason for

this was that they specified the downstream boundary condition Ruch that the

streamwise derivative of the shear stress was zero, a constraint -hich influenced

the computations at the last station. There was no explanation given for the

*See comment supplied by J. D. Murphy following discussion. Li
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"poor agreemtnt on :hear strezs by Pletcher'n method (Croup 30) in contrast to his

excellent profile predictions.

3. Al.k the computors present were asked if there was any basic reason why the k-c I
computer models were not tested against the Simpson diffuner flow. The computor "

groups present at the evening session, Groups 14, 35 and 30, all commented that

time and funding prohibited the calculation of this particular flow in time for

the meeting. It also appeared from the discussion that this flow was given a

relatively low priority ýy most computors. This may have been because, unlike

the backstep flow, the Organizing Committee did not identify the stalled diffuser

as a central case. The vvaluation Committee should note the fact that this prac-

tically important flow was not tested against any of the k-E models.

Case 0421 (Backstep Flow, Parallel Walls-J.K. Eaton & J.P. Johnston)

I. The uncertainty in the experime•tal value for the location of the long-term mean

reattachment point was ' 1iscussed, and it was generally agreed among those present

that the original specification of uncertainty (± one step height) was too con-

servative. It was tentatively conceded that a lower value of uncertainty of L

* 0.3H would be a better estimate on the basis of current knowledge. Moses

pointed out that both exrerimental and predicted pressure distributions supported

the view that the reattachment point should lie further downstream than indicated

by those methods which underestimated the reattachment length.

2. The Xellor Group (14) reported that their method had computed a fluctuating loca-

tion of the reattaehment point and in the ensuing discussion it was pointed out

that a fairly large fraction of the Reynolds stresses probably arose from this

unsteady motion of the reattachment point. It is noted that an overestimate of

Reynolds shear stress in the separated shear layer should result in an underesti-

mate of the reattachment length, This was not always found.

3. There was some disagreement about the uncertainty applicable to the experimental )1

shear-stress values given in the data. Castro felt that, based on his own mea-

surements, the shear-stress levels in the flow are probably underestimated.

Eaton, referring to the available laser-anemometer data for similar flows, felt

that the data are largely correct and that the uncertainty band does not embrace

the maximum shear stresses predicted in the separated region.

4. It was concluded that curvature effects could be quite strong close to reattach-

ment and that the inclusion in the dissipation equation of a term that was sensi-

tive to curvature would result in better calculation of the reattachment length.

None of the eddy-viscosity formulations using the k-e technique used any curva-

ture terms, and only the algebraic stress models have terms in the dissipation
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equation which can react to curvature. The algebraic stress model which used the

production as the source term in the dissipation equation did not do well in

computing the reattachment length. However, the method which broke this nexus

did very well. Pletcher noted that his method did not have any terms which were

curvature-sensitive, yet it correctly predicted the reattachment length. LaLnder

cautioned that, although the curvature-sensitive terms allowed his method to pre-

dict the correct shear stress in the predictive Case 0421, it did not yield the

correct shear stress in Case P2, nor did it do well in the prediction of case

P3. It wa5 felt that the major region where the shear stress was over-predicted

is near the reattachment point, and this is the region where curvature would be

expected to have the largest effect. Castro pointzd out that if, in fact, curva-

ture effects were substantial, the shear stress in the free-shear layer should be

substantially lower than in a plane mixing layer instead of being high-r as ob-

served. Launder indicated that he felt that this %:s due to competing effects of

curvature reducing the shear stress and turbulence feeding back through the

recirculating flow and increasing the shear stress. Eaton disagreed with this

evaluation, believing that turbulence fed back into the recirculation zone did

not significantly change the shear stress in the free-shear layer. Although

there was not complete agreement, there was quite general agreement that curva-

"ture terms may indeed be important, and will need to be included in some of the

simpler models which aim to compute a free-shear layer overlaying a recirculating

zone terminating with a reattachment point.

S5. There was disagreement about the importance of establishing a fine mesh in the

region of the separation corner. Castro and Pollard felt that a finer mesh than

those generally used was required and that grid independence had not been proven

in this case. Leschziner, on the other hand, felt that a reasonably coarse grid

could be used in the region of the separating corner without adversely affecting

the results.

In the end there was general agreement that this case (0421, the backward- --

facing step) was less sensitive to numerical problems than other sharp-corner-

separated flows and that the numerical uncertainty estimate given by Launder

(roughly 0.3 step heights on the reatachment length) was reasonable. This uncer-

tainty estimate was carried over from the discussion of the first morning session

and agreed with the revised estimates of the experimenters. Launder reported

that the discussion of numerical problems associated with the flows in this ses-

sion came to general agreement that predicted reattachment distance was 5.6 ±:

0.3h step heights. One must conclude, in view of item 1 of this discussion that

there was no substantial overlap between the predicted and the experimental data,
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allowing for uncertainties, for this particular flow, with the exception of the

results of BIKX-30 and AKEZ-17E.

6. Discunsion highlighted the fact that the Launder model, which achieved good

agreement with the reattachment length, did poorly in its prediction of the down-

st).:am recovery of the mean-velocity profiles. A large number of the methods did

very well when predicting at least the peak values of the shear stress downstream

of reattachment. However, RaLdi pointed out ehat many of the methods will still

do poorly on the mean proliles, despite the fact that they have accurately pre-

dic~ed the shear stress. It was noted that Pletcher's methoo did prodict the

downstrce-m development of the profiles very accurately. The discussors were

unable to examine the recovery downstream for any of the other methods due to the

large discrepancies in the reattachment length betwe.en measurements and computa-

tion. Eaton pointed out that an adequate comparison requires renormalization of

the x-coordinate about the computed reattachment length -ind that this would be a

useful exE cise to conduct on the computations that have already been performed.

Computors who were willing were asked to supply shear-stress results which they

have renormalized and mean profiles at the appropriate renormalized streamwise

location.

Predictive Test Cases 0422 (P2), and 0423 (P3)

1. Bradshaw asked why so few computors had satisfied the request to undertaka cal.-

culations of 0421 and the predictive cases, and it was then pointed out that

this request had later been withdrawn. Some confutsion seemed to exist on this

"matter.

2. in the discussion concerning the reasons why predictive tent cases P2 and P3 were

not done by very many groups, it appeared that the major stumbling block to the

Sapp 1.ic&Lion of the current methods to these cases was the requirement that they

must use a non-orth^.onal grid in order to avoiA th_= piubiems of numerical dif-

fusion, where flow lines were essentially not parallel to grid lines and/or the

complications of recasting or reformulating the problem in a grid that followed

" .*the flow lines. In this context, it seemned strange that many computors chose to

tackle the sloping-wall case as opposed to the variable-step-height case, PA, ,S.

which did not require non-orthogonal grids and did not involve any sloping wall&..

3. The poor agreement of the overall pressure recovery for Case P3 was noted.

Leschzinir indicated that this was probably not a numerical problem, since two

methods, using s!milar models but drastically different numerics, yieldad

(Ed.: Confusion, unfortunately, still exists. The request to do predictive cases,
if possible, was n)t to our knowledge ever withdrawn.]
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essentially the same pressure recovery, even though this waq significantly dif-

ferent from the data. It was suggested that this was probably a problem of the

modeling not correctly representing the flow. The possibility of using universal

constants in the methods used to compute these flows is not conclusively demon-

strated by the results of the predictive test cases P2 and P3. 1,1 the predictive

cases, the results of computations were considered to be less satisfactory than

those for the back-step case, Case 0421, using the same coefficients in the

models. However, universal agreement on this point was not attempted.

" 'Overall conclusions of the discussions of Case 0421 and predictive cases, P2, and

S"P3, were as follows: Wi) no one method seems capable, in any one of these cases, of

predicting all of the specified conditions; (ii) no method could predict accurately

im any one of the specified conditionq in all of the flows. These cases represented a

severe but realistic test of the methods, and it is unfortunate that they were not all

prescribed as mandatory case flows.

Comments Presented in Session XII1

The following comments were presented in Session XIII based on sessions and the

-. * written summaries of discussions posted during the meeting. They are included here to

"provide a unified, continuous presentation of materials:

". G Lilley questioned whether it could be inferred that, since a reasonable agree-

ment with ptessures on the airfoil coold be achieved with fairly crude methods, it was

also possible to obtain CL with these methods. J. McCroskey replied that CL was not

specified as an output.

41.- G. Lilley further asked whether the methods would still give good agreement as

the angle of incidence was increased beyond separation. J. McCroskey said that this

was not the case; in fact, some of the methods were at the limit of their capability

to converge, while others thought they could go to higher angles. Melnik stated there

was the feeling that some of the codes could predict lift up to CL , and that the
max

S..f F. Dvorak could go well beyond this because it uses an empirical correlation

to input the length of separation. r. Roache replied that the flow prediction is not

seneitive to the separation length; R. Meinik disagreed, saying it was critical in

establishing the lift in Dvorak's method.

J. Kim pointed out that the backstep flow contains a large separation region,

with different scales and structure than the cases for which the k-c method was tuned.
*4He wondered whether its shortcomings in this case might be an indication of a failure

"of the universality of the model. W. Chow felt that the failure was not due to the

(Ed.: Some methods used in this Conference only do compressible cases. However, we
agree that an increase in mandatory flows in some sense would have been desirable,

* and should be considered in future meetings of this type.]
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model in his case, but to the limitations on grid spacing due to his computer space.

P. Roache felt the reattachment lenrg.h to be an ambiguous parameter to use in the

backstep flow, since it can be signifiantly altered by changes in numerics. J. Eaton

stated that XR was probably sensitive to numerics, and should therefore not he the

sole basis for comparisons. However, it is a critical prediction which must be made.

H. Nagib felt that XR is sensitive to many experimental parameters as well, and that

the ability to predict its measured value in the experiments may have been overempha-

sized. It was generally agreed that variables in addition to the reattachment length

must be used for comparisons, but that the calculation of XR is neceasary, since for

proper comparisons of other variables, it is necessary to plot them relative to the

streamwise distance from reattachment. E. Reshotko pointed out that in supersonic

flow the location of reattachment is crucial, since the flow angle influences the base

pressure.

COMENT ON SESSION Y

by J. D. Murphy, Group 28

Rather than being satisfied with the treatment of downstream boundary conditions

for Case 0431, we simply made the best of a bad situation, since the experimental data

at the outflow boundary was neither sufficiently extensive, nor sufficiently dense.

With regard to the quality of the computation, we are content that the solution

we have presented is reasonably free of numerical error and hence represents a "good"

solution to the time-averaged Navier-Stokes equations incorporating an unmodified

Cebeci-Smith model and subject to the specified boundary conditions.
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Plow Case

Method 0111 0112 0113 (P1) 0511 0512

AKEZ S

AOPK 0

BKEZ 0 0

BIKX 0

BOPX 0

BKEY 0

HKEX 0

Plate No.
Vol. III 1-7 8 179 121-125 126-132

INCOMPRESSIBLE DUCT FLOWS

Cases 0111, 0112, 0511, 0512 and

Predictive Case 0113 (P1)

Techalical Report

by
*

J. B. Jones

Summary of Computations for Case 0111--Square Duct Entrance Flowt

Three computor groups using methods AKEZ 07A, AKZ 23, AOPX 22, respectively,

submitted results for the developing incompressible flow in a square duct. The spe-

cifications called for computations of both streamwise development and distributions

across sections normal to the flow of various variables.

Computor Groups 07 and 23 calculated the axial variation of pressure coefficient

(Cp) very accurately; the resuilts of Computor Group 22 present too small a value of

the dp/dx magnitude with C being approximately 20% low at x/Dh = 84. Plots of U/Ub
phb

vs x/Dh (see Figs. 1 and 2 below) typically show for all computors improved agreement

"as the distance (y) from the wall increases. The plots of Group 07A show that the

fully developed condition is reached too early. A disturbing result of both Groups 22

and 23 is that close to the wall the dIJ/dx slope is not approaching zero, and in some

cases is even increasing, at x/Dh - 84. .4

*Virginia Polytechnic Institute, Blacksburg, VA 24061.

tLtSee also Plates 1 through 7, Volume III.
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As appears to be true in all cases involving secondary flow of the second kind,

mean cross-flow components are not predicted accurately (see Fig. 3). More signifi-

cantly, for all flow cases it appears that inaccuracy in the magnitude of cross-flows

does not correlate with inaccurate isotach (line of constant velocity) distributions

across a section. That is, calculations of mean cross-flow velocities do not serve as

a reliable test of isotach distribution calculations.

In the remaining typical plots shown for this case, experimental results are

shown by solid lines, contrary to the general convention. The development of isotach

patterns along the duct is most accurately matched by the results of Group 22, and

these results are shown in Fig. 4. Figure 5 also shows the isotach distribution at

x/Dh - 84 for all three computors, and the best agreement is seen for Group 22. The

results of Group 07A show none of the isotach distortion which results from secondary

flow. The Reynolds-strees-distribution results of Group 22 agreed best with the mea-
surements, and these results are shown in Fig. 6. (Note that this plot of a single
component of Reynolds stress should not exhibit symmetry about the corner bisector.)

The very crowded superposed Fig. 7 showing the distribution of one Reynolds-stress

component at x/Dh - 84 is readable if one notices that at z/a - 1.0, the agreement

among all computed results and the measurements makes it possible to identify the

Reynolds stress value of each line.
For clarity, Fig. 8 shows lines of cons tant-turbulence kinetic energy for only

two values. For these two values the results of Group 23 are good, but for two inter-

-4 -4
mediate values (40 x 10 and 50 x 10 ) they are poor. A summary of the subjective

evaluations of the three sets of computed results in comparimon with measurements is

given by the following table which indicates that no one of the sets of computations

is superior in all respects to the others. G, F, and P stand for good, fair, and

poor, with some shading being indicated by the plus and minus signs.

CONTOURS

-T VS. Y
U va. x U uv K W___.

AKEZ O7A F P F G- G

AOPX 22 F G F+ P F

AKEX 23 F F F- ±' F

Group 22 submitted the results of calculations of the optional laminar flow case

(see Plate 187, Vol. III), and in all respects the agreement with measured results is

superb.
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Summary of Computations for Case 0112-Fully Developed Flow in

"Rectangulir Duct With Peripherally Non-UOnform Roughness

Computor Group 07A alur- submitted results for this flow. Specifications called

for results only at x/Dh - 126, where the flow would be essentially fully developed.

The isotach distribution shown in Fig. 9 must be regarded as excellent. Notice

that the maximum velocity does not occur on the duct centerline. The mean-velocity

""treamwise component distribution at the duct centerline shown in Fig. 10 is also 7'

excellent in view of the complexity of this flow. As in other cases of secondary flow

of the second kind, the distribution of a cross-flow component of the mean velocity

does not agree well with measurements, as shown by Fig. 11. (This plot is dimen-

aional, so it is worth noting that the mean axial velocity was 15 m/s.) The calcu-

lated distributions of the three components of turbulence intensity shown on Fig. 12

are also quite good in view of the complexity of this flow.

Summary of Computationj for Case 0113 (Pl)--Asymmetric Flow in a Squarc T lt

Computor Group 07A alone submitted results for this flow case. The results are

generally quite good.

Not shown here is the comparison of calculated and measured pressure coefficient,

Cp The calculated value is apprcximately 10% above the measured value along the

duct.

Figure 13 shows good agreement for the distribution of the axial component of

mean velocity. Figure 14 shows remarkably good agreement for the distribution of one

of the normal components of the mean velocity.

Figure 15 shows distributions of two of the normal Reynolds stresses and the

total turbulence kinetic energy. Both the total kinetic energy and the component

normal Reynolds stresses agree very well with experimental values.

The two Reynolds shear stresses shown in Fig. 16 agree reasonably well with mea-

sured results. Finally, the wall shear-stress distribution around the channel at the

specified axial station is shown in Fig. 17 to be quite good.

*
See also Plate 8, Volume III.

StSee also Plate 179, Volume III. 9
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Summary of Computations for Case 0511--Wing-Rody Junction.

Two computor groups using methods AOPX 22, BKRZ 07, respectively, submitted re-.

sults for this flow, but Group 22 submitted two sets, one labeled C2 & 0.30 and the

other labeled C2 " 0.25.

The variation of Cf on the body with distance z from the wing is sbown in -ig. 18.

The results of Group 07 are closer to the data than either of the results obtained by

* Group 22, but the Group 07 results do show a non-zero slope of Cf vs z at the highest

z value shown. Cf on the wing is shown in Fig. 19 to be calculated also more accu-

rately by Group 07; however, it should be noted that the data at x - 0.6858 m at y

values lower than 0.01 do suggest the shape of the curve shown by Group 22 for the

case of C2 - 0.30.

Distributions of the Reynolds stress uW at x - 0.644 m and x - 1.254 m are

shown in Fig. 20. (No results for Group 07 are shown at z - 0.02337 m because they

were not presented by the computor. Group 07 presented results at z 0.01003 and

n.01837.) The efferf of the C2 value on the Gtoup 22 results is significant. It.

should be noted that the value of C2 - 0.25 is a special case, since this value

- implies that (v 2 - W2) - 0 and vw 0.

The distributions of the mean velocity components 13, V, and W are shown in

Figs. 21, 22, and 23, respectively at x -1.254 m only. Differences among the re-

sults of different computors are less at this location than at the upstream location

of x - 0.644 m. In general, the Vesults of Group 07 are in fairly good agreement

with measurements. The sensitivity of the Group 22 results to the value selected for

C2 is seen to be strong.

Summary of Computations for Case 0512-Square Duct with a 90° Bend-

Six computor groups using methods AOPX 22, BOPX 01, BIKX 41, BKEY 33, BKEZ 07,
*" BKEZ 17C submitted results for the flow through a 900 bend in a duct of square cross-

section. Computor Group 22 submitted two sets of results: one with the radial pres-

sure gradient considered and the other without. A review of results showed that in

all cases the results with the radial pressure gradient considered were superior to or

at least equal to those based on no consideration of the radial pressure gradient;

therefore, the results of the calculation based on no radial pressure gradient are not
considered further here. Also, Group 17 had submitted results designated as BKEZ 17G

and 171; these are shown on Plates 126 through 132.

*

See also Plates 121 through 125, Volume III.

tSee also Plates 126 through 132, Volume llI.
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Not all computors presented all of the specified results or results for the spec-

ified values of parameters. Consequently, for this case, some interpolation among the

results of a given computor group had to be made to facilitate comparisoiia of results.

Results were called for at the beginning of the bend, 0 a 0, only three hydraulic

diameters downstraam from the section at which initial conditions were goecified, and

at 0 - 90' as well as at two intermediate sections. Comparable results are shown

here only for the stations at 0 w 0 and 0 - 900.

Figure 24 shovs good general agreement on the streamwise mean-velocity component

at the inlet to the bend but significant disagreement at the outlet. It is difficult

to select a "best" set of results.

The earlier specifications regarding the radial velocity component contained a

decimal point error which catered some confusion among computors and caused some not to

submit results on this quantity. Qualitatively, all methods except that of Group 22

give reasonable results as shown in Fig. 25.

Figure 26 shows that calculations of the Reynolds-stress distribution at 90° lead

only to chaos. Among all the cases involving secondary flow of the second kind, Case

0512 has produced the least satisfactory calculated results.

918
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CASE 0111 FILES 15, 17, 18
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CASE 0511
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CASE 0512 FILES 8, 17
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Figure 24.
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Figure 25.
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DISCUSSION

SESSION XI 1

Case 0113 (P1)

To the question, "Why did the Rodi method (Group 07) work vell for Case 0113 (Pl) in

contrast to the predictions for Case 0111?" W. Rodi replied that the prediction

is good because the influence of secondary flow is fiai1, and that it is beasl-

cally a wall-dominated phenomenon.

Case 0511

Comments by Rodi (Group 07): The deciaion was made not to use the algebraic stress

model, because the secondary motion should be pressure-driven, and, therefore, a

refined-stress model is not necessary.

Comments by M. ArnAl (Group 22): The decision to use C2 w 0.25 resulted in no tur-

bulence-driven secondary flow in the calculation. The calculation, however,

shows a decaying secondary flow because of its presence in the initial condition.

Case 0512

1. The use of Melling's data to initiate the computation: Melling's thesis presen-

ted two sets of results for the secondary motion at x/Dh - 42. The first set is

uncorrected data. The second set is corrected to satisfy the secondary flow

continuity equation assuming aU/ax - 0. In Humphrey's calculation, use of the

uncorrected initial-condition data led to an extra pair of secondary vortices

which disappear when 8 equals 45*. These were not observed in the other computa-

tions. F. Gessner pointed out that the assumption, aU/ x - 0, may not be valid

for Melling's data at x/Dh - 42. Humphrey attributed these effects to the sym-

metry properties of the initial data rather than the magnitude of the secondary

velocities. (J. Moore imposed a symmetry assumption on the initial data.)

2. An issue was raised regarding the treatment of the flow near the wall. The issue

was highlighted by the fact that in Case 0512 a maximum in the secondary velocity

occurs very close to the wall. J. Cousteix used a modified van Driast damping

factor for the length scale. Moore used the logarithmic mean of the laminar and

turbulent viscosities at the first grid point (y "- 20) to calculate the wall-

shear stress.

3. An issue arose about the grid independence of the calculated results. W. Rodi

felt that none of his results were grid-independent and that the primary flow was

subject to numerical diffusion. Typical mesh sizes over thL half duct were:

Moore - 10

Rodi - 20
Cousteix - 30
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Moore and Arnal felt that their results were grid-independent, although no fesh

"refinements were tried.

S4. The method of Cousteix used a parabolic calculation of the viscous equations with

the pressure distribution along the duct centerline derived from inviscid theory

"* with no viccous-inviscid interaction and the same turbulence model was used in

the curved- and stralght.duct eAses by Cousteix' group. F. Gessner made tI•e

observation that the boundary-laycr assumptions used to develop this model are

appropriate in the straight-duct case but may nit be in the curved-duct case.

5. Humphrey made the observation that the numerical scheme used for the convection

*' term in Case 0512 is very important because the velocities are skewed with re-

spect to the grid. The resulting creel-istream numerical diffusion ameat& the

* streamwise momentum.

- Case 0111

1.. Rodi stated that neglect of the cross-stream gradients of the secondary notion in

the produrtion term in the algebraic Reynolds-stress equation leads Lo calculated
secondary velocities wh'ch are much too high when the constant C2 - 0.4 is used

as suggested in the LRR work. However, by including these terms agreement is

oetser, although the secondary velocities are somewhat low. Gessner said that an

appropriate choice of C2 in the rapid part of the pressure-strain term together

with neglect of the cross-stream gradients can give good results.

The model used by Cousteix made use of the data of Mojola and Young to tune

the values of C2 (0.3) for stress-driven secondary flow.

2. Gessner and Cousteix include an empirically based streamwise dependence on their

mixing-length distribution.

"3. Jones asked why the Cousteix calculation for U did not achieve fully developed

states near the wall. He suggested it might be due to wall treatment.

Comments Presented in Session XIII

The following comments were presented in Session XIII based on sessions and the

, written summaries of discussions posted during the meeting. They are included here to

provide a unified, continuous presentation of materials:

IW. Rodi stated that for the curved-duct calculation, the reference to the model

.. "blowing up" referred ouly to one particular pressure-strain model, in which they used

the unchanged model with the coefficients specified in the LRR paper. When secondary

velocity gradients were included, the problem disappeared. He stated that J. Cousteix

- had also found this. J. Humphrey said that the second pair of vortices only appeared

with a higher-order scheme, which no other computor had used.
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SUPERSONIC F1OWS II

Cases 8631, 8632, 8641, 8651, 8661, 8663, 8671

* •Technical Report

by

J. Marvin

The spt above shows the flows reported during this session. They represent

idealized flows encountered in high-speed aerodynamic applications. Most of them are

complicated by the presence of shock waves and/or separation. They provide stringent

tests of the numerical method and of the turbulence model. The complexity of these

flows makes it extremely diffl,,"t to separate differences between computation and

experiment due to either numerical procedure or turbulence modeling. With the excep-

tion of Le Balleur (group 42), all the computors solved the Reynolds-averaged Navier-

Stokes (RAINS) equations. Flow Cases 8661 and 8671 were computed with the parabolized

form of the RANS equations which neglects derivatives of the stresses in the marching

direction. Eddy-viscosity models were used predominantly.

The number of computors attempting any single flow was small, and not all the

flows were computed with the same turbulence model. Therefore it is difficult to

distinguish advantages of any method or turbulence model. The pressure distributions

were usually adequately predicted by all the computations, no matter what method or

model was used, but the details in the viscous near-wall regions of the flow were not.

This probably reflects the fact that the pressure fields are strongly influenced by

the inviscid portions of the flow field. However, a bright aspect of all the computa-

tions is that they reproduce, albeit qualitatively, the essential experimentally

observed features of these flow field.

Case 8631 (Plates 169-170, Volume III)

Three computors attempted this flow. Two of them use the HANS equations. The

other used an interactive scheme base.) on entrainment and an additional lag equation

based on the turbulent kinetic energy. They all do well at predicting the overall .-...

pressure distributions, except that the RANS-equations solutions fail to give a pla-

teau over the separated bubble for the 200 corner angle suggesting that the effective

viscosity is too large. The viscous-inviscid interactive scheme of Group 42 does

better in this regard, probably because of its additional lag equation. However,

apparently this method did not predict separation as the skin friction never appears

to be negative. The two-equation model (k-w) of Group 36 seems to perform better

overall when the skin-friction and profile data are compared. It also apparently

*NASA Ames Research Center, Moffett Field, CA 94035.

950

. .. .. ... . . .



predicts the Reynolds--number effects on the lucations of separation and reattachment,

although the extent of separated flow is underpredicted.

Ca.e 8632 (plate 171, Volume III)

The expansion corner flow was intended to test the ability uf the turbulence

model to reflect the decrease in turbulence due to a "sudden expansion." Only Gro'•p

36 attempted to calculate this flow. Surface pressure and proriles of velocity ace in

substantial agreement with the data. This probably should be expected if the numeri-

cal procedures are correct because the major regions of compression are outside the

sudden expansion r-.ton (0 < x < 0.005m) and in the high-speed portions of the viscous

layer where inviscid effects are dominant. The comparison of velocity fluctuattons

within the sudden expansion indicates the model fails to predict the experimentally

measured decrease.

Case 8641 (Plate 172. Volume Ill)

This tlow tests the ability to model both the free-shear layer and its develop-

ment subsequent to reattachment. gNo groups computed thL flow. Both groups show

qualitative agreement with the data. Presuming that the computational grids In the

two computations were comparable, it appears as though the two-equation k-w model of

Group 36 did better in predicting the initial shear-layer development, e.g., see the

profile comparisons for various x- On the other hand, in the developing r-gion down-

stream of reattachment (x >0 .068m) neither of the solutions compares very well with

the velocity-profile data. This may 1e due it part to the fact that the experimental

reattachment location is not predicted.

Case 9651 (Plate 173, Volume III)

This hypersonic shock boundary-layer interaction flow was computed by only one

gioup. The computations fail to reproauce most of the details of the flow in the

region of the interaction. Evidently the computed interaction zone is much smaller

taau. that found exoerimentally.

Case 8661 (Plate 174, Volume III)

This swept shock flow was computed bi two groups, each using essentially the same

algebraic turbulence model. One group solved the RANS equations and thd other used a

parabolized PANS form. Both reproduce the pressure rise obtained experimentally.

SHowever, the solutions using the parabolized RANS code gave poorer representation of

the skia-friction and velocity-profile development. However, before conclusions can

>e drawn regarding these differences it must be determin2d whether the computational

e 1td.: Reattached layers have structures quite different from normal turbulent
boundary layers; see data in Case 0421, Vol. I, and comments by J. Eaton in
this :olume, starting on p. 888.]
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grids were comparable and wather neglecting the boundary-layer development along the

wedge generator, as was do:ie by tho grnup using the parabolized ANS code, influenced

their results.

Casa 8663 (Pldat 175, Volume 111)

This complex thr~e-dimensioaal shock interaction was computed by one group using

two different turbulence models. While the pressures along the wall were represented

by the computations using either model, the details within the viscous interaction

region show significant discrepancies.

Case 8671 (Plates 176-177, Volume 111)

Group 31 using the parabol:zed RMNS code with an algebraic turbulence model com-

outed this complex flow involving cross-flcw separation. Surface pressures and sur-

face flow angles (u) are predicted quite well, except near the primary separation

location (t6 • 130). The surface pitot pressure, directly related to the skin fric-

tion, shows rather poor agreement as do the turning angles away from the surface. The

latter differences result partly from the prediction of the incorrect separation line.
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D•SCUSSION

SESSION X1

The modelers present agreed during the discussion that supersonic flows rend to

be relatively easy to compute, because often the associated shear flows do not deter-

mine the overell flow but rather respond to it. A good appreciation of the total flow

usually follows from the geometry, with viscous effects showing up mainly in details.

In all of the computatioins considered here, the wall boundary condikion was

.nvariably treated by inteivacion of model e-uations, rather than by use of a wall

function modified for compressible flow. In the multi-equation models, therefore, the

first grid point was usually placed below y 1, for the sake of higher precision in

d,!teraining the surface friction.

One of Lhe flows (Caso 8631; 20* compression covner at M - 3, with modest sepa-

ration) was computed using an algebraic model (43/BOPX) and also using a two-equation

model (36/BKWX). The algebraic model showed considerable sensitivity of computed

reattcrhment distance to choice of (constant) eddy viscosity in the outer part of the

boundary layer. For a plausible choice, reattachment ter'cd to occur too far down-

stream. The two-equation model is quite successful in representing the •el-.ity

field, but not the surface friction. In neither case did a finer mesh improve mat-

ters. An unpublished study of the sensitivity of this flow to grid spacing (Horstman)

showed noticeable effects on surface friction but not on the position of the separa-

tion and reattachment points. The computors present agreed that for this flow (and

probably also for Case 8663), the discrepancies observed between computations with

different models arise in the models and not in the numerics. The third computation

for this flow (42/SG), using an integral method with entrainment equation, showed a

strong sensitivity of the computed results to the shape factor for the initial bound-

ary layer. The experimenters who supplied the data noted that the corresponding

experimental test showed no particular sensitivity to this parameter.

The performance of different models can also be compared for another flow (Case

8663; three-dimensional incident shock at M - 2.2). The same computor group tested

an algebraic model (36A/BOPX) and a two-equation model (36/BKWX). The simpler method

gave more satisfactory results, e.g., for separation and reattachment along the gene-

rator 0 a 0, in contrast to the situation in the case of flow 8631.

This finding stimulated some discussion about the differences between boundary-

layer behavior in a flow with a shock wave generated at the wall (8631) and in a flow

with an externally generated shock wave impinging on a wall (8663). It is possible in

the second care that much finer grid spacing may be needed in the outer part of the

boundary layer in the impingement region. It was also suggested (Bogdonoff) that it
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would be valuable LI have experimental data for there two types of flow (with small

regions of separation) with the same Mach Numbers, Reynolds Number, overall pressure

rise, and initial boundary-layer thickness,

The flow with skewed impinging shock (Case 8661; wedge normal to working surface

r at h - 2) was computed by two groups. One uied a Boussinesq model (36A/BOPX); the

other used a Boussineaq model said to be essentially dcrivable from the first one by

* pgrabolization; i.e., by neglecting x-derivatives in diffusion terms (31/BOPX), Pos-

sible minor differences in the models and in initial conditions prevent assigning the

" -. discrepancies in results solely to the absence of upstream diffusion in one model, and

"it would be useful to have a computation to clarify this point.

"For the hypersonic flow (Case 8651; wing shock tenerator concentric with cylin-

drical body at M w 6.8), the one available computation (36/BKWX) gives results which

1.. suggest that, among other problems, there is not nearly enough upstream diffusion in

che model. The author of a recent catalog (Fernholz) commented that this flow must

be everywhere quite far from local equilibrium, since neithe- van Driest scaling for

the velocity profiles, nor the Crocco energy integral is of any help in organizing the

experimental data.

The one computation (31/BOPX) submitted for the cone at angle of attack (Case

8671; M w 1.7) was remarkably accurate. The reason may be found in the point already

made, that the inviscid flow is supersonic, conical, and shock-free at the surface.

Although the flow in the boundary layer is strongly three-dimensional, apparently no

great difficulties were encountered through the use of an isotropic eddy viscosity in

the (parabolized) algebraic model.

A discussion of the supersonic cavity flow (Case 8641; step with reattachment on

ramp at M - 2.9) was quite productive. Several computors agreed that there seems to

be so far no model (with fixed constants) which can represent accurately both a free-

shear layer and a subsequent reattaching and relaxing boundary layer. The -ifficulty

is presumably related to the problem of choosing a length scale, at any rate for mod-

els which require such a scale. At the end, there was agreement at least to contem-

plate the need for and uses of a local or adaptive model, in which the specifications

\ ."are adjusted to suit the kind of flow being computed. Use of such a model was not

encouraged by the rules laid down for the present conference.t It was pointed out by

an experimenter (Bogdonoff) that such a proposition also implies that experiments

should attempt to include (say) measurements of local Taylor microscale, perhaps de-

rived from the auto-correlations of the streamwise velocity component.

*AGARDograph 263 (1981).

SSlEd.: We are not aware of any rules, procedures, or comments that would discourage
local or adaptive methods. See Sessions IV and XV.]
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SISSION nxII

Chairman: E. Reshotko

Technical Recorders;

L " I. Castro
S. Pronchick

Editor's comment: Session XIII consisted of further comments on materials pre-
sented in earlier sessions, including the summary of discussions
posted during the meeting. In order to provide a unified, continuous
discussion on various points, these comments are shown at the end of
the discussion in the sessions to which they apply.
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AD-HOC CONMXTTr REPORtTS

keport of kd-Hoc Committee of Computors,

"What We Have Learned, Where Do We Go?" (B. B. Launder, Chairman)

1. Representatives from thirteen computor groups met on Sept. 17, 1981, to discuss

the above questions and a further computor supplied his views in writing. The

viewpoints that emerged were subsequently conveyed to the Evaluation Committee.

2. First, it should be said, the 1981 meeting has been a very valuable one for it

has helped focus attention on difficult flows. It will stimulate activity ind

... give directions for further work at both fundamental and applied levels.

. 3. Perhaps a superficial overall impression is that (in the words of the written

contributor): "Things are in worse shape than we thought before we came." Here

we have seen "unpublishable" results as well as successes, and this open-ness

will certairly assist the task of advancing competency in the calculation of

complex turbulent flows.

4. The Committee sees a continuing need for work at all the levels of modeling rep-

resented at the Conference.

5. Integral methods have emerged as providing powerful, yet economical, approaches

provided their limitations are recognized and respected. It is a level at which

one is modeling turbulent flows rather than turbulence. A prerequisite is that

one has enough experimentally accumulated knowledge to make a reasonable approxi-

mation of the evolution of the velocity profile. These approaches seem well

adapted to handling interacting flows over airfoils, and we foresee their exten-

*' sive continued development and exploitation in time-dependent and certain three-

dimensional boundary layers.

6. There is no consensus on how reliable integral methods can be made for separated

flows. In weak separations, their usefulness has been demonstrated; in :ongly

separated zones, it is less clear. In any event, further efforts in development
"will certainly be made.

7. Corner-flow interactions were seen as a type of phenomenon not suited to integral

methods as were, likewise, certain supersonic flows, where severe heating, normal

pressure gradients and other factors produced such diverse effects on the veloc-

ity profile that these could not adequately be modeled by an integral approach.

B. A certain degree of improvement in integral methods was seen as possible by in- tj

"creasing the number of parameters on which the velocity profile depended. (At

present - apart from a weak influence of Reynolds number - one-parameter families
are habitually used.) It was recognized, however, that one should not go far in

this direction or one would have an integral method that was as costly as and
less adaptable than a finite-difference treatment.
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9. At the differential level, the Conference results have underlined that mixing-

length models should not be used in separated compressible flows, for the length

to reattachment seems to be consistently overpredicted. Indeed, in this type of

flow, as in others, there are clear benefits from proceeding to a two-equation

level, where the length-scale evolution can be prescribed.

Nevertheless we see a continuing role for mixing-length and one-equation

Boussinesq models for attached boundary layers. The fact that the dissipation

length scale k 3 / 2 /c is, to such a good degree of approximation, a linear function

of gall distance, is an experimental fact of life that we ignore at our cost.

Thus, it may often be desirable to employ a prescribed-length-scale model in the

wall vicinity, even when a differential-length-scale scheme is used for free

flows and the outer regions of a flow. Moreover, the use of such a simpler

treatment makes it easier numerically to resolve the viscosity-affected near-wall

region and may in some cases allow a more accurate representation of the physics.

10. Much has bcc. written elsewhere in the literature about the benefits of employing

"' a second transport equation for predicting turbulent flows. While reaffirming

this viewpoint, we here wish to underline the weaknesses of the current "second-

. variable" transport equations. First, none of the equations manages, in condi-

." tions removed from local equilibrium, to preserve as universal a variation of

near-wall length scale as experiments show to be needed. In an adverse pressure

gradient the e equation produces too large a value of X near the wall while the

w equation generates excessively large length scales in the outer region; this

Sresults, in both instances, in a serious overestimate of skin friction. There

appear to be other weaknesses with the production term in the second-scale-

variable equation associated with curvature, dilatation, and rapid streamwise

straining. A number of variants of the c equation have been introduced at this

meeting, which have shown encouraging trends. These need further testing and

evaluation before they can be unequivocally recommended to the turbulence commun-

ity. What we all feel is that the current status of the second-variable equation

does not by any means represent the limits of development. The forms used by

most workers are, one might say, naively simple. That these equations should C

nevertheless produce roughly the right length-scale variation over such a range

of conditions is remarkable. 'I
"11. Here we want to note that in some cases there are insufficiently precise data .,

available to allow the modeler to distinguish whether weaknesses in his computa- 4-

tion are attributable to errors in the pressure-strain model (or to C if a Bous-

sinesq model is employed), or to the form of the second-variable equation. The

.. supersonic mixing layer perhaps provides the prime example.

9.5
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S12. Concerning the conaection between stress and strain, we believe the meeting shows

clearly the superiority of using the "algebraic" stress-strain relation rather

than the simpler Boussinesq formula. In simple strains the former reduces to the

latter but in more complex strains, the algebraic treatment seems superior.

13. Nevertheless, there have been a few cases (the axisymsetric diffuser with high-

core turbulence or the homogeneous contracting flows), where the algebraic stress

approximation for stress transport has produced Anowolous results. We see here,

over the next few years, a changeover towards differential stress treatments.

For two dimensional parabolic flows the extra computation (compared with and

"algebraic" treatment) associated with such a model is unimportant, while in

elliptic flows, some computors feel--though not all--that a differential-stress

scheme (such as that used by Donaldson's and Mellor's groups) may actually facil-

itate convergence.

14. Turning finally to the stress-transport equations themselves, the most crucial

element therein is undoubtedly the pressure-strain approximation and, we believe,

the mean-strain or "rapid" part of that process. The flows considered at the -

meeting show clearly that current models, which incidentally have now been in

active use for nearly a decade, need to be refined considerably before current

closures can cope confidently with the complexities of three-dimensional strain

fields. The difficulties and resultant uncertainties in modeling the wall-

reflection part of the pressure-strain process also need to be mentioned.

15. There have been a number of recent proposals for more general schemes. It must

be said, however, that writing down general tensorial forms is relatively easy.

Transforming them to a useful model is inevitably a lengthy and painstaking busi-

ness. This is an area where international cooperation could effectively assist

the advancement of the state of the art.

16. There are other processes in the stress-transport equations whose modeling is

uncertain but these are certainly of lesser importance than the pressure-strain

model discussed above.

17. For the future we see substantial benefits from greater interchange among groups

using different closure levels. There needs to be an information cascade between

higher-order models to simpler ones to help refine and optimize the physics at

the simpler level. For example, results from large-eddy and full-simulation, and

rapid-distortion theory can, if the test flows are properly chosen, greatly as-

sist the improvement of stress-transport closures.

18. One must bear in mind, however, that as one reduces the closure level, the poten-

tial width of applicability will be narrowed. This inherent limitation needs to be

openly acknowledged, and grcatcr legitimacy ;iven to models which describe accu-

rately only a limited class of flows or only certain zones of a more complex flow.
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.19. The Computora Committee also conveyed a number of other observations to the

Evaluation Committee:

(a) It emphasized that numerics were not seen as a problem for the two-
dimensional parabolic flows. Thi-7 flows reflected the success or
otherwise of the turbulence model.

(b) It requested the Evaluation Committee to take the time needed to ab-
sorb fully the results of the meeting before making its final report.

The amount of information to be assessed was truly enormous and it was
doubted that this could be fully absorbed-let alone digested-during
the conference period.

(c) It expressed Its hope that a follow-up meeting to the present one
would be held about two years hence in which computors would be invi-

ted to submit predictions for a proportion of the test cases assembled
for this meeting.

"(d) It was the Committee's view that, if the spirit of openness and coop-
erativeness that has prevailed at this meeting could be continued, we

should make good progress in our efforts to reduce complex turbulent
flows to computable phenomena.

"J. Le Balleur R. Pletcher
T. Coakley A. Pollard
"J. Cousteix W. Rodi
K. Hanjali6 M. Savill
B. E. Launder (Chairman) C. Scheuerer
M. A. Leschziner R. Sullivan
H. L. Moses J. Viegas
P. Orlandi D. C. Wilcox

. Discussion

P. Bradshaw: Are all the remarks having to do with the e-equation or length scale in

the k-C equation also applicable to a full-stress transport model?

"B. Launder: We believe so, yes.

- B. Newman: Did the group of computors think it was necessary to check the transport

"equation at the primitive level and to urge the experimenters to measure these

terms individually?

*• B. Launder: So far as length scales are concerned, none of the exact equations contain

"a correlations that are measureable, and in the case of the axisymmetric jet,

modelers cannot determine what as Attrlbutable to pressure-strain errors and how

much to length-scale errors. Individual Reynolds stresses are not known to suf-

ficient accuracy.

P. Orlandi: Did you report about zonal modeling?

B. Launder: This slipped through the cracks, but was implied in my cascade model. One

"should not feel guilty in adjusting coefficients to treat different regions of flow.

S. Kline: This cascade of information is an idea I agree with, but I have further

comments on zonal modeling, and I will talk about it later.

See cowagnts in Session IV and Opinion, Comments, and Closure in Session XV.
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SReport of Ad-Hoc Committee on

starting/Hatching Conditions (from Session V, P. Bradshaw Chairman)

The main reason for large transients in comparison with conference data appears

to be that computors who are accustomed to doing real-life predictions (as distinct

from postdictions for well-documented test cases) use highly simplified starting con-

ditions, e.g., the turbulent energy profile may be taken from "flat-plate" data, or

computed from the modeled TKE equation with convective terms neglected (giving an

ordinary D.E. in y for k). All computors who testified to the aommittee used an em-

pirical length-scale distribution (e.g., mixing length - min(O. 4 1 y, 0.085 6)) because

no test case provides length scale or dissipation data: a possible alternative is to
2-

assume dissipation a production * -•i-(•U/3y), £ (k / W)(U/y); these are nearly

equivalent. All computors used the initial mean U-profile supplied in the test case.

Two computors assumed mean V - 0 or V - V at wall. This is illegal if U and uv are

given, because in that case the continuity of momentum equations combine to give an

ODE for V(y), so the V - 0 assumption may lead to transients.

Several computors were accustomed to minimizing the effects of starting tran-

siants by running a separate computation until 0 (say) reached the value specified at

the initial 3tation oZ the "eat case. This could be done either with "flat-plate"

boundary conditions on a backward extrapolation of test-case boundary conditions. (It

was not done in the Session V test cases.)

One computor started computations in regions of transpiration with V at the wall

equal to zero, rising to the test-case value in a few x-steps. This inevitably leads

to large transients.

All computors agreed that length scale or dissipation rate recovers rapidly from

poorly chosen initial values so that the absence of length scale for test data is not

a severe problem in starting computations (one does of course want length-scale data

to check length-scale modelingi).

The committee also discussed "Data needs for computational fluid dynamics." The

above-mentioned "tribal customs" for starting calculations were not fully appreciated

outside the computor community, but it was accepted that simplified starting proce-
dures were inevitable for industrial-type predictions. It was further agreed that no

significant update could be offered to the 1980 Meeting position paper on Data Needs.

Transients induced by inaccuracy/incompatibility in test data were not regarded

as a major source of the results for Session V, but are, of course, important in prin-

cipln.

L%

See Vol. I, p. 23, "Experimental Data Needs for Computational Fluid Dynamics--A Posi-

tion Paper."
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No user of "integral" mthods testified to the committee. It was pointed out

that one integral method needed to take H different from the experimental value to get

good resuits downstream.

Comments by Chairman: Before condemning the "flat-plate start," let us recall

that non-fixed transition in attached boundary layers virtually always occurs in pres-

sure gradients that are small by turbulent-flow standards. Also, note that the appar-

ently excessive concentration on boundary layers in the above discussion is not short-

sighted--real-life free-shear layers start from boundary layers. Shear-layer computa-

tions which have a strong upstream influence at the inlet boundary (i.e., ellipticity)

are unreallsLicl

Discussion

H. Nagib: Starting transients are indicative of the incompatibility oE the model with

the initial conditions in the beginning of the flow.

P. Bradshaw: There were cases of models tripping over their own boot laces at the

beginning, hut this is not the main reason for the transients.

Following a brief introduction by J. Humphrey on "Numerical Tests," the following

discussion took place:

Discussion

T. Han: In the case of secondary flows, where streamlines are not parallel to grid

lines, higher-order numerical schemes should be used in the streamwise direction

also.

J. Humphrey: Yes, but when there is no reverse flow or strong vorticity in a pressure

"field, one can use upwind differencing and a semi-elliptic approach, allowing

grid refinement in the atreamwwie direction.

M. Leschziner: But you said that streamwise diffusion was important.

J. Humphrey: If you could determine how streamwise diffusion was affecting your re-

sults, you may choose to use upwind differencing, which is easier.

P. Roache: I agree with your results but I question your grid-size study; you go only

from 10 to 13?

J. Humphrey: Comparing the two cases, you can see the large difference. Have I not
refined enough?

It was generally agreed that this was insufficient grid refinement to reach clear

conclusions.
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A USER'S VIEWPOINT ON COMPUTATIONAL FLUID DYNAMICS

By
Gino Sovran

USES OF COMPUTATIONAL FLUID DYNAMICS (CFD) -

The uses of Computational Fluid Dynamics (CFD) can be divided into

two separate categories having different basic objectives. The first is

as a technique for generating scientific understanding of the mechanisms involved in,
and the behavior of, fluid flows of interest. It can be a valuable complement to the

conventional research approaches of mathematical analysis and judicious experimenta-

tion. This type of usage occurs primarily in academia and government laboratories,

and is an activity of many of the developers of computational codes.

In the second category, CFD is used as a tool for designing the hardware of engi-

neering devices or systems. This occurs primarily in industry, where it complements

empirical correlations and parametric testing. In this context, it can contribute to

design through: the evaluation of candidate system configurations; the development of

final hardware geoLaetry; the performance evaluation of the final configuration; a de-

termination of the sensitivity of performance to off-design values of imposed boundary

conditions; the identification of potential problem areas.

In addition to the difference in objectives, these categories also differ in the

importance that is placed on the cost-benefit ratio of computations. In an industrial

design context, the definition of an acceptable ratio must be consistent with the

profit-seeking objectives of the particular company involved.

This paper represents one person's viewpoint on the usage of CFD in the indus-

trial environment. To put it in proper perspective, the particular environment of his

experience includes internal flows in ducted systesm and turbomachines, the fluid

flows and motions inside the manifolds and cylinders of reciprocating engines, and the

flow fields of road vehicles. It can be characterized as mechanical engineering,

rather than aeronautical. It is one in which CFD per se has not yet been used exten-

sively, but other forms of computation have.

THE INDUSTRIAL ENVIRONMENT

The objective of CFD in industry is to provide "useful" input for consideration

in the making of design decisions. The definition of "useful" is left intentionally
vague, but covers a spectrum from only qualitative output (concepts and ideas) to

quantitative results (hard numbers). The value of the former is not to be underesti-

mated, particularly for complex flows.

An important characteristic of the industrial environment is that there can be

severe consequences for being wrong--in extreme cases, even financial failure. The

decision-makers (both the designers themselves and their technical managers) are very
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"much aware of this. They are therefore cautious about abandoning the tried and true

in favor of the new and, to them, unproven. They have to weigh CFD against the other

alternatives for providing desired input to design decisions--on the basis of cost,

time, and trustworthiness. The number of eases where CFP is the only means of provid-

ing input are small. The expectation of decision makers is to be guided by CFD.

* •Their fear is that they will be misled.

The industrial CFD computor who provides input to design decisions must share

Sresponsibility for the decisions that are made. Therefore, he also has to be very

concerned about the trustworthiness (or, conversely, the uncertainty) of his results.

Implicit in the preceding comments is the possible involvement of four different

types of personnel in the usage of CFD for industrial design. These are: code devel--

. oper, code user, designer, technical manager. In small organizations some of these

*.• may be one and the same person.

Because of the highly specialized skills required for code development and the

general research-type interests of those who possess them, code developers are very

frequently not those who use CFD to provide design inputs. These are provided by cod-

"users who are more design-oriented, but whose capabilities in GYD are not as advanced

as those of the developers. This creates interface problems. First of all, the codes

have to be restructured to make them user oriented. If they are to have widespread

use in design, they must be usable in an effective manner by others less skilled in

CFD than the code developers. The effort required to transform a complex computer

code into a practical design tool can be comparable to that of developing the basic

code itself. There is then the problem of adequately documenting the code for the

user. A black-box type of comprehension not only limits the user's effectiveness in

making computations but also precludes his suggesting any improvements based on hist

experiences.

Although he may be design-oriented, the code user does not usually fully under-

stand the needs of, and the constraints on, the hardware design itself. This is more

appropriately the purview of a designer, with his own set of specialized skills and

interests. Effective design requires good communication between code user and de-

"signer regarding their individual needs and capabilities. If designers are to be per-

"suaded of the utility of CFD, they must be actively and cooperatively involved in its

usage. The difficulty of gaining their confidence should not be underestimated.

The fourth participant in the overall design process is the technical manager.

While he bears the greatest responqibility for the nm.,ility of the product that

evolves, he usually does not have a working knowledge of, or even appreciation for,

CFD. Consequently, a major problem is building up in him sufficient confidence in the

trustworthiness of CFD inputs that he is willing to base important decisions on them.

This usually requires favorable past experiences in utilizing CFD.
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Although =edictive capability is the goal of all code developers, even ._sdic-

tive codes can have value. They can be used to increase the utility of test-derived

inputs by: providing detailed data that were not measured; identifying controlling

physical mechanison and generating understanding; permitting interpolations and lim-

ited extrapolations of system geometry.

DESIGN FACTORS

The use of CFD in industrial design is characterized by a number of factors. The

kltiowlng categorization contains those which the writer considers to be the most sig-

nificant. They are listed in the order in which they enter a typical design process,

not in the order of their relative importance.

(1) System Geometry and Flow Pattern

The real systems and flows of industrial interest are often of very complicated

geometry and flow pattern--ore complicated than any used for developing and validat-

ing CFD codes. The flows are commonly turbulent, three-dimensional, complex--and

sometimes even time-dependent. In contrast to the aingle-component single-phase flows

that are the subject of this conference, many industrial flows are mu'j -component,

multi-phase, and even chemically reacting. The, frequently contain more than one flow

=mdule, and sometimes significant ii.teraction between them. Th.." cre f.ften outside

the bounds of past experience.

Under any circumstances, the complex geometry of real systems can be very ditfi-

cult to descriee accuretely for the computer. Geometrical description is further com-

plicated if the available computer storage is limiited. Inadequate definition and

resolution of geometry can be very serious problems for CFD, because in many systems

smel- changes are known to influence fluid dynamic behavior substantially.

Good computations require constructlrn of a suitable computational mesh. For

systems f complex" gec,-ltry, th. can '= a very challenging task. Factors affecting

mesh selecticn are the resolttion as well as the accuracy required of computed re-

sults. Available computer capas7ity and computational time are other factors.

In some caces the general flow pattern is known a priori and the objective of CFD

i1 to quantify performance. In others, the flow pattarn, may be the objective cf the

computation; e.g., 1he fluid motions inside the cylinder of a reciprocating engine.

In this cabe even an approxi,.ate picture of the flow pattern can be useful.

4 (2) Boundary Conditions

The boundary tonditions, especially at open boundaries, of the devIce or systen

Sbc'.ng de.gnied are frequently not accurately known. This is particularly true for

computations of only part of a total system--jhich are sometimec required because

computer-capacity limitations preclude treatment of the whole sistem. TVe effective-

ness of such computations is dependent on th. accuracy with which the approach-flow
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can be specified, as well as the local outflow or discharge conditions (especially for

elliptic flows). Inadequate specification of these boundary conditions inherently

translates to uncertainty to computed results.

(3) Parametric Studies

iecause an inverse design capability does not often exist, or exists only to a

limited degree, parametric studies usually have to be relied on qo that design con-

figurations can be developed by iterative optimization. The nature of such studies is

to examine many candidate configurations and make design decisions from the alterna-

tive possibilities. As flow complexity incrtas_. the number of possible parametric

variations also increases. While these studies are most often done experimentally, an

effective MD capability can be used to reduce the size of the test matrix if the in-

dividual compuations can be made at acceptable cost and in reasonable time. This usu-

ally requires codes that have been optimized for particular classes of flows.

(4) Trends vs Absolute Accuracy

By its nature, engineering is a matter of best trade-offs between competing fac-

tors. Everything being equal, a CFD user wants the results of his computations to be

as quantitatively accurate as possible. However, the complexity of industrial flows

does not often permit high accuracy. But one should not get overly concerned about

absolute accuracy. code is still useful for design purposes if valid trends as a

function of system geometry and/or bou,,ary conditions can be generated. An ability

_- to predict that configuration A is better than configuration B will still permit the

pursuit of better designs. However, the computed trends must be trustworthy.

(5) Flow-Specific vs General Codes
Code developers and researchers tend to overemphasize code generality. In an

industrial environment primary priority must always be given to those flows which are

of importance to the p-artlcular company involved. Computational capability for other A
flows is only of secondary importance. As a general rule it is best to use the code

of least complexity that will give the desired results.

The more general codes are more complex and tend to be of lower computational

efficiency for a specific flow than one restricted to and tailored for that flow.

There is also time-consuming decision making required between available options to

reduce the capability of general codes to that actually needed for specific flows.

Among these Are: the number of governing equations to use, and in which form; which

turbulence model; what wall functions? Complexity and sophistication are not neces-

sarily synonymous.

a NEd.: See also report of Evaluation Committee, p. 979, for further comments on

sophistication and acc:3racy of various levels of modeling.]
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Because of the iterative optimization required in design, best accuracy and best

cost effectiveness can be achieved with a spectrum of codes covering a spectrum of

flows. One wants to avoid the F-wrench approach, i.e. having a code that can be ap-

plied to anything but fits nothing. Sometimes quick and dirty answers are adequate,

particularly for the early sorting in design. The more powerful methods are most

appropriate for defining the critical detailed geometry of the final configuration.

What is most desirable is a well-organized arsenal of weapons (codes) covering a

range of caliber (capability). For each weapon one should know the physics cou:ained,

its limitations, the range of best applicability, the speed of computation, the accur-

acy, and the type of output. Using a hunting analogy, it is not appropriate to hunt

rabbits with an elephant gua. It is best to match the weapon to the size of the game.

(6) Computer System and I/0 Hardware

Regardless of the effectiveness of any state-of-the-art code for complex turbu-

lent flows, potential industrial users have to ask some computer-related questions

when considering its usage. Is the code so computer-hardware dependent that it is

inoperative on the company's computer? Are the speed and storage capacity of the com-

pany computer sufficient to make computations feasible? If not, are other systems

available on which computations can be made conveniently, at reasonable cost, and more

or less on demand? What is the local graphics capability and is its hardware compat-

ible with the code?

(7) Cost

Because of the profit-seeking nature of industrial organizations, cost is a very

important factor. It has a strong influence on the extent to which any new technique

can be incorporated into the design process, particularly if extensive parametric

studies are involved and the technique has to be applied repeatedly. A necessary

condition for cost being acceptable is that it does not exceed the available funds in

the design kitty. The sufficiency condition is that the cost-benefit ratio can be

justified relative to other means of providing the design input. The benefit side of

this ratio has to account for whatever uncertainty there is in computed results. if

CFD is the only means for generating desired information, then cost may just play a

secondary role.

In some industries, such as the aeronautical one, testing can be extremely eT.pen-

sive and so even high CFD costs can be competititve as a means of providing design

inputs. As a matter of fact CFD can often be the oubstantially cheaper alte~rnative.

In other industries, where testing cost is not extreme and where complexib;y of both

the system geometry and flow pattern are high, it may be difficult to justify CFD.
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"Because of cost, excessively complex codes may not be usable in design even

though they are accurate. Industry is usually willing to sacrifice some accuracy for

lower cost.

(8) Deadlines

Time constraints are a part of the design process. In the case of CFD the total

time required to produce comprehensible output must be considered--problem get-up,

geometry definition, mash generation, computation, graphical output. In many cases--

not all cases as some advocates would like to believe-it is possible to get results

more quickly than by testing. However, complex codes for complex flows can take a

long time to generata output-sometimes too long. As an example, i CFD code that

takes two days to predict tomorrow's weather is not of much use for weather forec "

ing.* This is not to say that such a code would not have value in a research

for generating general understanding of weather patterns.

COMPUTOR INFLUENCE

The effectiveness of most tools depends on the technique of the worker who uses

them, and this is also true for computational codes. The antithesis of technique is

captured by the term "cookbook, and few of the modern codes can be handled in a cook-

book fashion. With a hammer and a chisel most people can only make gravel from a

piece of stone. With these same tools one man created the Vieta. The inherent and

implicit influence of the computor on CFD results presents a problem for this confer-

ence-which is trying to evaluate the capabilities of various types of codes, not the

skills of the computors who use them.

The computor influence depends on the skill, experience, and knowledge of the

computor-what he knows about the code, and what he knows about the flow. Some spe-

cific ways in which code output can be influenced are through the selection$ made

regarding: the location of computational boundaries and the specification of the fluid

dynamic conditions at them; the computational mesh; the selection and definition of

modular zones for zonal models; turbulence model; wall functions at solid boundaries;

time step in time-dependent flows; iteration procedure and path; degree of "conver-

S""-" 'gence" represented by results. In general, the more complex the code the more tech-

"nique involved in its use, and the greater the computor influence.

CONSTRAINTS

No existing code used for design purposes contains the complete Navier-Stokes

equations. Consequently, results need to be carefully interpreted by the user before

"This succinct and beautifully direct statement is not original with the writer,
but he does not know its origin.
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they are offered as input to design decisions. This needs to be done in the light of

how well the fluid physics captured in the code match those actually involved in the

flow of interest. The more the physics that is not accounted for, the more interpre-

tation is required and the greater the uncertainty of the results.

The usefulness of a code also depends on how user-oriented it is. The set-up of

new problems and the selections made between available options should not be diffi-

cult. The code should be robust so that it will operate and produce answers even in

the hands of inexpert users. It should be insensitive to iteration procedure and

path. A blow-up can be very confidence-shattering to a designer-user. To him, any

blow-up is a major problem, even though caused by something recognized as only a minor

difficulty and readily correctable by the code developer. It is the designer's per-

ception of code reliability that controls the extent to which he is willing to utilize

CFD inputs, not the code developer's.

TYPES OF OUTPUT

The types of output data useful for design purposes (rather than for code verifi-

cation or development) that come out of CFD depend on the nature of the computational

technique employed (e.g. integral vs differential) and the specifics of the particular

code involved. In general there are the following categories:

a) Overall-performance indicators of the fluid system under design-such as lift,

drag, pressure-recovery coefficient. These establish the engineering worth of the

system.

b) Detailed mean-flow data-such as velocity profiles and pressure distributions.

They can provide a basis for understanding the flow so that it can be more effectively

"managed" to produce desired levels of overall performance. They can be particularly

important when more than one performance parameter must reach specified levels, e.g.

lift and drag; heat transfer and friction factor.

c) Detailed turbulence intensity and scale. This can be useful input for designs

involving combustion, aerodynamic noise, structural vibration, and mixing processes.

d) Coherent structures. This can be additional useful input for the same design

problems as turbulence data.

How many of these types of data need to be generated? Only as many as are needed

for, or can be used in, the design problem at hand.

DATA MANAGEMENT AND DISPLAY

The large quantities of numerical output that can be generated need to be orga-

nized into comprehensible information if they are to be effectively used-and prefer-

ably in visual form. This can involve several levels: one that facilitates the

interpretation and understanding of results by the computor himself* another that
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permits effective communication of results to the designer; and a third to make the

output understandable to decision-making technical managers. The desirability of dif-

ferent presentations for different audiences (i.e., different strokes for different

folks) is particularly the case for complex flows, and especially if they are three-

dimensional.

The value of effective graphical display is demonstrated by -.he fact that some

industrial concerns have a complete computer system dedicated to data handling and

display.

CONCLUDING REMARKS

From the engineering point of view, the ul.imate use of CFD is for industrial

design. However, full utilization in this context must be consistent with the charac-

teristics of the industrial environment--which follow, in one way or another, from the

profit-making requirement of industry. The nature of this environment and the factors

typical of the design process need to be well understood by developers of computa-

tional codes if CFD is to play the important role in engineering design that its pro-

ponents feel it can.
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Discussion

P. Roache: It is ironic that the important subject of grid generation has not been

mentioned until now. There will be an AFOSR-sponsored conference on adaptive

grid-generation techniques in Spring 1982 at Nashville.
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PREDICTION OF TURBULENT FLOWS-A BOEING VIEW*

By

E. Tjonneland,

ABSTRACT .

The primary role of computational fluid dynamics (CPD), including the

prediction of complex turbulent flows, is to assist in the design of aircraft or com-

ponents configured to maximize the aircraft performance by control of the flow through

or about the aircraft. The goal of CFD technology development is thus an improved

A ability to predict the flows characteristic of modern aircraft. The advantages of

using CFD for design are reduced aircraft-development time, cost and risk, removal of

the existing data base as a design constraint, and the ability to produce superior

products for a competitive dynamic market. Our overall approach to the development of

this flow-analysis technology is based on the R&D process--an early identification of

key problem areas and a coordinated effort to resolve these to achieve specific goals.

In the context of this, the 1980-81 Stanford conferences on complex turbulent flows

are viewed as the most significant events in fluid mechanics in this decade. Key

results from these meetings are the selection of trustworthy data sets for a wide

range of turbulent flows, the creation of a data library (containing the data cases on

magnetic tape), and an evaluation of the available turbulence models and computational

procedures through comparisons between computer results and data for the test flows.

We are today on the threshold of predicting the complex three-dimensional flows

of real aircraft. The challenge of the next decade will be to use the results of the

1980-81 Stanford conferences to this end. Toward this goal we advocate a definition

of key problems which must be resolved to achieve this goal and a coordinated attack

on these problems. These problems, as we see them, are as follows: (1) The infinite

number of flows which must be considered if we continue to classify flows on the basis

. of geometry. (2) An inadequate understanding of how well current models work to pre-

diet both basic and complex turbulent-flow phenomena. Some understanding of this

should also result from the present meeting. (3) Inadequate procedures for numerical

error assessment. We must be able to distinguish between numerical errors and model-

* ing errors if we are to achieve improved modeling. If we can coordinate our efforts

to resolve these problems, tremendous progress can be. made in the next decade in the

prediction of complex three-dimensional flows.

"The author gratefully acknowledges the helpful suggestions by and discussions with my
coworkers Dr. S. F. Birch, Mr. C. K. Forester, and Dr. G. C. Paynter who contributed
to the preparation of this article.

tBoeing Military Airplane Company, Seattle, WA 98124.
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Introduction

The goals of a typical corporation are to maximize profit and ensure survival of

the corporation. One strategy for accomplishing this is to market a technically

"superior product at a competitive price. A technical advantage has tremendous lever-
age in the marketplace. The aerospace market is very competitive, both nationally and

internationally. At stake in this competition are our national security and economic
"welfare. The high stakes and heavy competition in the aerospace marketplace require a

constant high sustained effort to develop improved products and to satisfy rapidly

changing market requirements. The industry attempts to compete in this marketplace

through application of the Research and Development (R&D) process.

The R&D process was defined by the Wright Brothers (Ritchie, 1978). It is

ubiquitous through the industry and has remained essentially unchanged since the
period of the Wright Brothers. In a typical R&D cycle to develop a new aircraft,

reasonable overall performance objectives, based on past experience, as embodied by
preliminary design tools, are defined and translated into specific performance

objectives for the components. For example, for a given vehicle the wing, control

system, propulsion system, inlet, nozzle, installation, etc., each would have specific

performance objectives defined from the preliminary design process. A detailed plan ,

is prepared which will lead to achievement of the desired component and overall

objectives. Work on the various components of the aircraft is closely coordinated to
ensure component compatibility and to avoid duplication of effort in the integration

process. Potential problem areas are defined as early as possible and research to

resolve these problems is coordinated within the constraints of the overall program.

Aircraft design is by component buildup as shown in Fig. 1. In a typial design

process, once a design concept has been defined for a given component or assembly,

"parametric model-scale tests are run to define performance for a range of configura-

tions. On the basis of this performance information, configurations are selected for

full-scale validation and optimization. Full-scale tests are run to confirm that the

results of the model-scale parametric tests scaled. On the basis of the full-scale

test results, a final design is chosen for flight test or for fabrication. The poten-

tial role of CPD in this is to replace parametric model-scale testing with parametric

analysis as the basis for configuration selection. The rising coqt of wind tunnel

'testing means fewer configurations can be evaluated in a given design process using a

U test-based approach. This implies that the risk aaaociated with achieving a success-
ful design is increased. The increasing availability of powerful computers and rapid

progrc i±r :Igorlthzz fzr zolution of the partial differential equations of fluid

mechanics make CYD an increasingly attractive alternative to parametric model-scale

%: testing in the design process. Use of parametric analysis rather than parametric

"tests for design offers the advantages of reduced development cost, time, and risk. It
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Figure 1. Design by component buildup.

also removes as a design constraint the existing test data base. At preseat, the

design process is a mix of test- and analysis-based approaches. The available anal-
yes are used to reduce the size of the configuration test matrix. The analysis is-

also used to scale and interpret the test results. As prediction methods improve in

accuracy, availability, cost, usability, etc., the design process will use more analy-

sis and less testing.

Because of the potential market advantages, the aerospace industry is hard at

work developing a flow-analysis technology which will predict the flow through or

about aircraft. As one might expect, we at Boeing are applying a strategy similar to

the R&D process to the development of this new flow-analysis technology. Our current,'1

lack of understanding and inability to model complex two-dimensional and three-

dimensional turbulent flows have been identified as critical problems. In the context

of our work to develop an improved analysis capability, the results of the 1980-81 L

Stanford conference should lead to an improved understanding and an improved ability

to model the complex flows of real aircraft.

Flow Analysis Technology Development

The overall goal with our CFD technology Is an improved ability to predict the

flows characteristic of modern aircraft in a design environment. These flows and

geometries are complex, three-dimensional, and viscous. The design environment

implies hundreds of configurations may have to be considered. This design environment

also implies the use of commercially available computers. The time and effort

required to set up, run and understand a flow with a given analysis procedure or pro-

cedures is a significant part of the cost of a design process.
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"Our overall flow-analysis strategy is to use zonal modeling, which is to couple

multiple analyses in various flow regimes to take advantage of simplifications that

are available through the local nature of the flow. For example, a three-dimensional

potential flow analysis coupled to a three-dimensional, parabolized, time-averaged

* Wavier-Stokes procedure might be used for a nozzle installation with a close coupling

between the aerodynamic flow over the wing and the flow from the turbo fan engine as

illustrated in Fig. 2. A zonal modeling strategy is used because the use of a single

analysis for the complex flows of a real aircraft would imply solution of the three-

dimensional Navier-Stokes equations of large flow regions. This is impractical on

current and projected commercially available computers because of the large storage

"required, high cost, and the difficulty in setting up the solution. Solution of the

full Navier-Stokes equations is generally unnecessary because the flow in most regions

of interest is adequately described with simpler inviscid and boundary-layer or thin-

shear-layer methods. Zonal modeling is also very compatible with aircraft design by

"component buildup. It is very desirable to be able to use analyses of varying levels

of accuracy depending on the stage of the design process.

A "broad front" strategy is applied to the development of th. necessary flow-

analysis technology. This strategy is characterized by an early identification of key

problem areas and a coordinated effort on the individual analysis components to achieve

specific goals. This strategy avoids duplication of work on the various analysis com-

ponents and ensures the compatibility of the various analysis elements (numerics, tur-

. bulence modeling, mesh generation, geometry description, etc.) used in the analysis of

"a given flow. The advantages of a "broad front" strategy are that the time and re-

sources required to develop a strong flow-analysis capability are minimized. Typical

INVISCID FLOW REGION BOUNDARY FOR
VISCOUS BOX

VISCOUS FLOW REGION

JET PLUME EDGE

* Figure 2. Zonal flow analysis of a powered lift installation.
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problem elements for a given analysis development are (1) numerics, (2) mesh genera-

tion, (3) turbulence modeling, (4) modeling and validation experiments, and (5) data

handling and display. The Boeing plan for flow-technology development for the design

of propulsion components and installations was described by Welliver (1977).

Turbulence Modeling

From our viewpoint, the current status with regard to turbulence modeling is that

we can predict many two-dimensional and a few three-dimensional flows of interest. We

generally use models based on two-dimensional data to predict these three-dimensional

* flows. The argument for this is that turbulence phenomena are essentially three-

dimensional, even when the mean flow is two-dimensional. Therefore, models developed

for two-dimensional flows should work for at least some three-dimensional flows of

interest. As noted recently by Hall (1981), the available turbulence models seem to

work reasonably well where the turbulent structure changes slowly. Examples of these

flows are the boundary layers, mixing layers, wakes, and jets in mild adverse or

favorable pressure gradients. The available models do not seem to work where rapid

changes in turbulence structure occur. Examples of these flows are regions of separa-

tion, reattachment, and shock boundary-layer or shear-layer interaction.

Our overall objective in the turbulence modeling area is once again an improved

ability to predict the two-dimensional and three-dimensional complex turbulent flows

of real aircraft. We are interested in flows from low subsonic to high supersonic

Mach numbers and Reynolds numbers ranging from transition to flight values. Desirable

turbulence-modeling features are compatibility with the available numerical proce-

dures, simplicity to minimize the computing cost, and a wide range of application.

The 1980-81 Stanford meetings, viewed in the context of the industrial CFD tech-

nology development, are the most significant events in fluid mechanics in Chis decade.

The accomplishments of these conferences are the selection of trustworthy data sets

for a wide range of complex flows, the creation of a data library with these flows

available on magnetic tape, and an evaluation of the available turbulence models and

computational methods through comparisons between computed results and the experi-

mental data for these flows.

Challenge of the Future

We are now on the threshold of predicting the complex three-dimensional flows of

real aircraft, and the results of the present Stanford meetings will undoubtedly play

an important role in future develoments. The first step toward this goal, however, is

Mean-flow properties through such interactions are predicted reasonably well with
current methods. The relaxation of the turbulent layer downstream of the interaction
is not well understood. [Ed.: The mean flow properties are not well predicted down-
stream of separation and reattachment-see comments, pp. 890 and 951.)
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a definition of key problem areas. These problems, as we see them are: (1) There are

an infinite number of flows to be considered if we continue to classify flows primar-

ily on the basis of geometry. (2) There is an inadequate understanding of how well

current models work for both simple and complex turbulent flows. An improved under-

standing should result from the present meetings. (3) Our present procedures for

numerical error assessment are inadequate. We must be able to distinguish between

numerical errors if we are to achieve improved modeling.

The major challenge, in our view, is the development of an approach to turbulence

research that will allow for a meaningful study of the very complex flows encountered

in industrial applicationst-essentially combinations of the complex flows consd.Jered
at this conference. It is obvious that we must first understand individual flow phe-

nomena before we can hope to predict various combinations of these phenomena, but it
is far from obvious that a simple extrapolation of procedures we now use to study

these simpler flows will lead to a real ability to understand and to ultimately calcu-

late the very complex flows encountered in most practical applications.

As the complexity of the flow increases the difficulty and expense of experi-

mental studies also increases, so that the number of flows that can be studied, with a

more or less fixed, budget, decreases. But since the total possible variations in-
creases with complexity, the fraction of the flows that can be studied experimentally,

within a given general classification, decreases dramatically. Because of this we

must expect that most flows encountered in practical applications will differ in some

potentially important way from any previously studied flow. Faced with this situa-

tion, how does one select a calcalation method for a given flow, and having performed

the calculation, how does one estimate the reliability of the result? This problem is

really more basic than simply developing an improved method for classifying turbulent

flows. Its solution requires, at minimum, the development of a broad-based approach

to turbulence research, that includes both model development and experimental design.

The work by Bradshaw (1975) and his associates, over the past decade, has probably

been the most successful general attack on this problem to date, but an enormous quan-

tity of uork still remains to be done before we can claim to have any general ability

to calculate the behavior of turbulent flows. We believe that progress in the calcu-

lation of complex viscous flows over the next decade will depend largely on our

response to this challenge.

Most of the flows encountered in industrial applications are complex and three-

dimensional, and we aye going to continue to apply the available modeling to these

complex flows. Almost no detailed data exist. Surely we should document at least a

few flows of current interest as "benchmarks" against which current models can be

evaluated. Flows whici. might be considered are those associated with (I) multi-

element airfoils, (2) multi-element airfoils with control surfaces, (3) multi-stream
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engine exhaust/nacelle flow interaction, (4) the near wake of single- and multi-

element airfoils, and (5) vortex generators under shear flows.

Numerical error assessment is at present a tedious and difficult task. Data on

the residual error as a function of iteration cycle and truncation error as a function

of mesh density, distortion, and location are gathered by repetitive solutions for

various meshes. Computer codes are commonly "validated" for a given flow by comparing

computed results with experimental data. Examples of flow calculations with an inade-

quate mesh in which poor agreement between computed and measured flow properties is

attributed to inadequate turbulence modeling are all too familiar. We must develop

automatic error monitors and mesh-adjustment procedures so that we can sort out model-

ing errors from grid-related errors. Until we do this, we will continue to misinter-

pret how well our present turbulence models work, especially for complex flows where

mesh selection is difficult. Multigrid methods appear to be particularly well suited

to resolving these problems (Forester, 1981). Since multigrId methods use a range of

mesh densities, truncation-error information is readily available as the solution

develops. This error information can be used for mesh adjustment and solution accel-

eration.

Concluding Remarks

The use of CFD for aircraft design is new. This use has occurred only over the

last 15 years by industry. This is the beginning. The competitive aerospace market

requires improvement and increasing utilization of our present CFD technology. We can

expect radical change in aircraft design over the next decade because of the use of

this technology. We must apply a well-defined and coordinated attack toward specific

objectives to achieve improved turbulence modeling. Improved turbulence modeling is

an essential element in the prediction of the complex three-dimensional flows of real

aircraft. The ability to predict these flows, over the next decade, in a design envi-

ronment, will have an important impact on our national security and prosperity.
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EVALUATION COMMITTEE REPORT

This conference, which is the second part of the complex turbulent flows meeting

Mha presented turbulence modelers with a sele.tion of the best experimental data on a

wide range of turbuleut flows--66 cases in all. Thirty-five different compute)r groups

uaed 67 different methodo. This resulted In 1266 curves comparing calculation re-

sults wi~h experimental data.

This %.remendous computational effort supplies a great deal of detailed informsa-

tion which will take some years to digest-and additional calculations-to follly

understand.

The Evaluatioa Panel with nine man-iwccks of total effort has been able to do no

more than discern certain major features of the status of our 1981 computational capa-

bilities. We invite all present and future computors te' study the results of this

conference comparisons as an aid to the it'portant areas to be further developed.

' A comparison of the results of the 1968 and 1981 turbulence conferences shows the

.)nsiderable increase in capability. The most remarkable incerase in capability is in

the range of turbulent flows that can be calculated with some degree of success.

In this conference significant progress wpd shown in the calculation of separated

flows, boundary-layer shock-wave interaction, calculation of the various turbulent

velocity components u', v', w', the decay of Lurbulence to-.ard laminar flow, and tran-

sonic flows. Both elliptic and parabolic problems can now De done with fair success. =

In 1968 -here were only a few programs based upon field equations with a one-equation

model. There were no two-equation models. We now have a much wider range of models

with a wide range of applicatizns.

The increase of capacity in available calculaLing machines over the past decade

has been remarkable and, as is expected, the turbulence cqlcu'ators have expanded

their desires and efforts correspondingly. Thus, some of the problems zalculatei for

this '981 Conference could not have been attempted in 1968, even if the physical

models had been formulated at that time.

Having noted all these important advanres, we must not suppose that there is

nothing more to do. in fact there are no flows an, no methods which are wholly satis-

factory. Indeed one of the test cases used in the 1968 Conference, the attached

boundary-layer flow, has oevn also used in this Conference and the computed results

are shown to be in about the same agreement with data as was shown in 1968.

In attempting to evaluate our present standing we recognizu two areas of critical

importance:

* The mathematical model of the basic physics ot turbulence.
* The numerical ýechnique chosen for its sol'ition.

[Ed.: See also remarks in editors' conclusions regarding number of computer groups.1
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The mathem.tical models which use directly the Navier-Stokes equations are so

demanding of computer memory and compucer time on the largest computers that only

special scientific studies of turbulence can be treated in this way, and then only at

low Reynolds numbers. Higher Reynolds number can be achieved but only when some suit-

able approximation to the flow equations ia introduced such as the "Large Eddy Simula-

tion Method," or perhaps at some date in the future when computer capabilities have

increased by some orders of magnitude. These are very important studies but are not

of direct use in this conference.

The models considered are those represented by the taxonomy developed for this

' conference. The main groups are: integral models, one-equation models including

.Boussinesq models, algebraic stress models and multiple-equation models for the

Reynolds Stresses.

The numerics affect the results of the current models both in the algorithm

chosen and the number and distribution of nodal points and other computational de-

"tails.
The result of any given computation depends intimately on both the mathematical

model of turbulence and the numerical technique chosen. It is impossible in many of

the flows computed to separate the physical from the numerical limitations of the

present work. In a few cases--but only few-grid refinement or other tests for solu-

tion accuracy were used and even some of these still showed significant changes in the

nuamzlial results.

The Evalu :i-'n Committee therefore had to judge the current status of the comput-

ing of turbulanue flows as a complex of model plus numerical status.
With this "global" view in mind we constructed a m4trix of computations given as

Fig. 1. Figure I shows only the number of cases computed ii each area. We in fact

tried a simple quantitative evaluation of every flow calculation in its agreement with

the specified data. This, an at best approximate assessment, is not included here be-

cause the cases computed were too sparse to give statistical significance to the re-

sults. Futhermore, it confirmed the impression gained during the week of presenta-

* tions, that every method had its strong and weak points. No method )ad any signifi-

cnnt universality. Likewise no method proved to be universally ),ad.

This table, together with our examination of individual flows and individual

methods, heve permitted us to draw some tentative conclusions (C-1 to C-7).

C-1. The most important conclusion is thai all methods are well worthy of further

"study and refinement.

, C-2. The weakest point of present one-point closure models is the c-equation. The

computed results of many flows can be brought into good agreement with the data

by tweeking the c-equation constants (as c itself). A better equation should make
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these changes in value an automatic part of the calculation. A corollary affect
of the c-equation defects is the too large length scale in adverse pressure

gradients and near separation.

C-3. The use of the algebraic stress models would be expected to be better than a

scalar Boussinesq method. In fact, in calculating certain flows, as the turbu-

lence-induced secondary flows in a corner, the algebraic methods give a fair

answer while Boussinesq methods give none. However, an evaluation of the flows

presented in this conference show no significant difference on the average. The

Evaluation Committee agrees that a significant difference should result as the

algebraic methods are huther improved.

C-4. The methods which have included an integration to the wall have been somewhat

better than those assuming a "law of the wall." Clearly a more general "law of

the wall" could fix this discrepancy. However, we believe iat the number of

influences on the wall profile is so large and the computational capacity is so

large that, except in various special cases, an integrat'on to the wall is pre-

ferable.

C-5. The fact that none of the present methods are influenced by rotation of the tur-

bulent flow is an indication that present models are deficient in this respect.

This question needs further study.

C-6. Present methods cause supersonic mixing layers to spread too fast. The repair of

this defect should help guide further model improvement.

C-7. In turbulence models the simpler the treatment, the narrower the range of appli-

cation. Thus we have a progression from the universally applicable (but impract-

ical) full Navier-Stokes model to the narrowly applicable integral models. The

progression is Full Navier-Stokes > Large Eddy Simulation > Reynolds Stress Mod-

els > Kinetic Energy and Decay Models > Mixing Length Models > Integral Models.

Model development and computer capability is slowly working up this list. How-

ever, this list is very significant in two additional respects: (1) The computation

time in general decreases from full Navier-Stokes to integral models, so that for

practical work an integral model is preferable if it is applicable. (2) Each of the

easier modelz are based upon a greater amount of empirical knowledge. There is an

important possibility of improving the simpler models by solving a series of flows by

a more advanced method in order to determine appropriate empirical information for the

simpler models. The more advanced model may in some cases be a better source of

guidance than experiment, because the advanced model can supply information about

quantities difficult or impossible to measure.
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C-8. The fact that different numerics including algorithms and grid- and time-spacing

yield different results was well brought Out in the presentations, but was not

adequately considered by the computors. We realize that halving the grid spacing

is often computationally prohibitive on presently available machines. However,

some testing of numerics is not prohibitive, especially for parabolic methods,
4w

such as use of higher-order accurate numerical methods for two-dimensional flows.

Although the results of the rough "quantitative" assessment could not be expected

to produce statistically significant information on the relative successes of the com-

putations in matching data, due to the stiall samples involved, nevertheless certain

conclusions and trends (T-1 to T-5) were found and are reported here.

T-1. Before this meeting many workers in turbulent fluid mechanics were probably of

the opinion that Homogeneous Turbulent Flows could be calculated to a suitable

accuracy if one or another of the more sophisticated turbulent-flow models were

used. What came out of these calculations was that the Reynolds-stress models

(RS) were only slightly worse than the two-point closure schemes (eddy damped

quasi-normal hypothesis), but the results of the one-point closure scheme using

an algebraic model were significantly worse. Of course, the task set computors

was that of finding the time decay of the three (normal) Reynolds-stress compo-

nents as well as the Reynolds shear stresses, and hence it was not surprising

that one-point closure schemes using algebraic stress models were less than

satisfactory. However, it was interesting to note the differences that came out

of these computations and careful study of these results will no *doubt bring

forth some important information for turbulent-flow modelers, since they base

many of their models on the results from homogeneous flows. The lack of success

in these flows gives a measure of how far we are away from generating a universal

turbulent flow model.

T-2. In the case of the flat-plate boundary layer in compressible flow with insulated

and variable wall temperature, the results of all computations using a variety of

methods showed a spread of results roughly equal to that of the experimental

data. This spread of about ± 10% was probably higher than we had expected, and

is of importance when we consider the corresponding accuracy which we can expect

for calculations on more complex turbulent flows involving compressible flows.

T-3. The general accuracy of results involving separated flows was significantly worse

than for corresponding attached flows. For a flow involving separation, the (RS)

methods did no better than the less sophisticated approaches, and, in a

restricted sense, the integral methods gave the best accuracy.
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T-4. Similar conclusions to (3) were found for free-shear layers, where again the (kS)

methods did no better than other methods, such as the algebraic (A) or Bousainesq

(B) methods.

T-5. For attached boundary layers the (RS) methods showed some advantages over other

methods, although again in a restricted sense the integral methods performed

satisfactorily. For flows involving secondary flows the one-point closure moth-

ods gave useful results, but the methods in their present form are clearly in

need of considerable refinement.

Although it is not possible to determine from the present results the relative

merits of the various existing models, it is clear that this enormous computing effort

has been well worthwhile in clarifying many fine details and in providing many spe-

. cific tasks which, when added to the present results, will make the next ten years as

profitable as the last ten.

Some of the suggestions (S-i to S-7) which occur to the Evaluation Panel are

listed for whatever they may be worth to the next ten years of computing effort:

S-I. One of the more important steps, which will make model comparisons more meaning-

ful, will result from a more detailed concern for the numerical problems leading

to accuracy of solutions. Only in this way is it possible to distinguish the

precision of the physical modeling from the inherent numerical errors related to

algorithm and grid. Tha effects of adjustment of a single model may be judged by

use of poor numerics; different models cannot be safely compared. This is a very

serious question deserving much greater consideration in the future.

S-2. The Conference has shown that many complex turbulent flows, incorporating both

internal and externa flowg, can be computed to satisfatory engineering accuracy,

although improvements and extensions are desirable and necessary. The design of

codes foi inexpensive engineering use, can often justify less than perfect numer-

ics. Foi this purpose codes should be approached as a package-a turbulence

model withi constants adjusted to give adequate results for a class of flows to-

gether with a narrow class of numerical methods and grid sizes.

S-3. It appears to the Evaluation Committee that more work is needed on the homo-

geneous flows by use of the Reynolds stress model. Success here could then cas-

cade down through the simpler models to show the way to their improvement.

S-4. The models need special attention to the following!

a. the c-equation

b. the pressure-strain correlations

c. the effect of adverse pressure gradients

d. the effect of rotation
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e. compressible flow mixing layers

f. detailed integration to the wall in some simple but adequate way.

S-5. The items under (4) above are open research questions. The answer may come from

an ingenious analysis, trial and error, or simply a good guess. On the other

hand, the beat approach may in some cases be a carefully performed experiment.

Every known technique should be tried as a guide to better future procedures.

S-6. It is clear that there are great difficulties involved in truly three-dimensional

computations. However, the limited success of the three-dimensional computations

presented to this conference is an encouragement for further efforts in this

direction.

S-7. It may be desirable for a small computor group to examine the totality of results

of the present calculations to locate those holes, where a few additional calcu-

lations would permit more definitive method comparisons, to select a few specific

cases to be computed by everyone, and to hold a limited conference in a few

years, which would give time for new computer codes and flow models to be tried

and tested, and computed output to be available for comparison with the 1980 Data

Bank. Such a conference could be held as a specific session at some national

meeting.

If this is done, the Organizing Committee should require a detailed state-

ment of not only the physical model used, but also the numerical method used,

including plots indicating the exact number and location of the grid points.

Also required should be an exact statement as to how and where the boundary con-

ditions are satisfied.

The Evaluation Panel is aware of the fact that we are not able to do what we all

wish were possible, namely to say this is better than that, so that work in the future

be more narrowly directed. Nevertheless, certain flows such as the airfoil at tran-

sonic speeds and the airfoil at low speed at a large angle of attack in particular

have been shown to be capable of flow prediction-features which were not thought

remotely possible at the 1968 Conference. At the 1968 Conference, it was also felt

that there was likely to be little interesL in the future for integral methods once

the two-equation and higher-order models had been further developed and improved.

We see at this Conference that for the calculation of certain global features of

turbulent shear flow,, integral methods continue to perform adequately and for many

engineering purposes sre sufficient and preferable.

We have been most impressed by the great advances made since the 1968 Conference.

We feel most encouraged for the future by the tremendous effort already exponded and

the spirit of cooperation, both betwen us and the computors, and the natura! respect
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and ecoooperation between the computors themselves. We believe this conference pro-

vided an important push Into the future in spite of few clear-cut evaluative deci-

sions .

This report represents the consensus of the full Evaluation Committee

Members:

H. W. Emmons, Chairman
D. R. Chapman M. V. Morkovin
P. G. nill W. C. Reynolds

.G M. Lilley P. Roache
SM. Lubert J. Steger

DISCUSSION

EVALUATION COMMITTEE REPORT

J. McCroskey: What does the Evaluation Committee think about the time scale for the

next conference, the number of flows to be selected, and how to select those
A.W flows?

H. W. Emmons: The committee has only briefly discuRsed this. My personal opinion is

that there should be about six cases, chosen by the computors themselve, to bring

out particular issues. A small group of computors should be organized to select

flows from the existing data base.

P. Joubert: I believe the experimenters should pick the cases.

S. Bogdonoff: I am worried about the data base upon which we are building the compu-

tational structure. Experimental boundary conditions are as difficult as compu-

tational ones. Must of the flows have been measured by only one laboratory.

Also, I don't think six teat cases are enough. We must have flows that have been

independently confirmed by several laboratories, and which test a range of the

parameters instead of just a single value.

H. W. Emmons: I believe there are six reliable data sets, Although further experi-

mental work is always welcome. I was thinking of just six cases for the next

conference in two years.

S. Bogdonoff: Are the experiments we are using really the experiments we need? Some

of the quantities required by computors are not always measured. -1
H. W. Emmons: Experimenters would do well to look at the proceedings of this confer-

ence to learn what kind of data is required by computors.

S. J. Kline: We need both experimenters and computors on the Organizing Committee for

the next conference. That conference should include both simple flows and ones

that push the state of the computational art. "1
B. Lakshminarayana: Another comment in regard to the next conference. If it takes

place in only two years we shall see the same results we ha'e now. Let the
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proceedings of this conference come out, allow time for the resulta to

crystallize, and then maybe in five years hold the next conference.

H. W. 8mons: Two years was suggested by the computors themselves, in the spirit that

there be only a small number of flowf and that all computors would do something

new.

M. V. Morkovin: I think two years from now is a good time for a new conference.

There's still much "gold in them thar hills." Computors have learned to ask

their own questions; everyone has learned here. We have a lot to deal with al-

ready without any new test cases.

S. J. Kline: I agree with Bogdonoff that some other experiments should be considered.

The Evaluation Committee asked people to regard some of the present test cases as

central, but this was la.gely disregarded. We should have experiments which test

a range of parameters, done by at least two laboratories, and with full uncer-

tainty analysis. We were not expecting a clear-cut result from this Conference

like the 1968 boundary-layer conference, but at least we now have a picture of

the state of the art as of this week. I agree with Morkovin; we should show the

computors where to go next. Do the computors see goals?

R. Melnik: We thought we would find holes in the present data base and we did. These

need to be filled with future test cases and we need recommendations from this

conference in order to be able to get the funding to do the experiments.

"F"P. Joubert: I like the idea of setting up some standard experimental test cases and

having them performed in different laboratories.

B. Cantwell: Six cases are probably too few to cover the 18 flow modules that Kline

has outlined. I don't think you'll find six cases to do all that.

H. W. Emmons? The six cases are for two years from now.

B. Cantwell: Would you care to recommend the six cases?

H. W. Emmons: Not off the cuff.

P. Roache: I would recommend an AIAA meeting organized around one good test case

which everyone would do. A variable expansion channel or a variable backetep

would be a good idea. You would ask for everything normalized on the

reattachment length.

B. Cantwell: That experiment is a variation of P4 for which the data never material-

ized.

D. Chapman: I agree with Emmons. The next conference should be restricted to a

lesser number of flows which have been independently checked by several laborato-

ries.

M. V. Morkovin: I want to see experiments performed at more than one laboratory.

P. Orlandi: Most closures used in the conference were one-point methods; there was i'A

only one two-point method. I think two-point methods will spread. We will need
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turbulence spectra for the initial conditions. The homogeneous flow results

"depend on initial conditions.

S. J. Kline: We could set up a committee to deal with Orlandi's question on initial

conditions and with Joubert's and Bogdonoff's suggestions. We need both experi-

"menters and computors on this committee.

G. Sovran: The questica really being addressed here is whether the quality of the

present data base warrants additional computational effort.

I'd like to address a question to the Evaluation Committee. What kind of
"information would you like to have had that you did not have?

*-H. W. Emmons: A few test cases which everyone had to do would have allowed us to make

a better comparison of the methods. Also, more detail on the grids and numerics

would have been helpful.

*. M. Lubert: We need to have information on how the residual errors were computed.

Also, future Evaluation Committees should receive the computational results be-

fore the conference--we need more time! Finally, we need a combination of com-

putors and experimenters to design the experiments to be used as test cases.

E. Reshotko: AXre there any points that the Evaluation Committee feels can be ad-

"dressed by further comparisons of the computations of this conference?

H. W. Emmons: We should have had more time for our evaluation, but we didn't. We

don't have specific general recommendations for further evaluations, but we

"should ask for suggestions on what could be done in the next few weeks.

. S. J. Kline: I'd also like to know if anyone has recommendations to the Evaluation

Committee for work in the next few weeks or months?

G. Sovran: I have a question for the computors. Are there other elements of an eval-

uation that you would like to have seen?

J. Murphy: I want to suggest that we not rank methods in a single queue. Some con-

sideration needs to be given to what method is best for a given flow. For

example, you cannot compare an integral method to a full Navier-Stokes simula-

tion. In industry, efficiency, cost, and relative accuracy are important.

H. W. Emmons: Within its range of applicability an integral method can be compared

"with a time-averaged Navier-Stokes solution.

"R. Melnik: There are some situations where integral methods are more accurate because

you cannot fit enough points in computer memory for a differential calculation of

"the same accuracy.

* N. Mansour: Algebraic turbulence models should be better than Boussinesq models, but

this was not proven by the results of this conference.

* B. Laundar: WE need more time, a year was not enough for the computations. We know

how to use tho data tape now, so two more years should be enough.
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The computor groups feel they can distinguish between the results of alge-

brai,. and Boussinesq schemes. We would like to discuss with the Evaluation Con-

mittee what leads them to conclude otherwise.

W. C. Reynolds: The conclusion is that overall there is not clear evidence that alge-

braic is better than Boussinesq. In some cases Yes, in some No.

-.'W W. Rodi: Our group took the attitude that for some flows algebraic turbulence models

are needed, and we used them; in others they are not, and we didn't.

K. Hanjalic': Computors need more upstream history from the experimenters for initial

conditions.

G. Sovran: How much of the computational success demonstrated in this conference was

the result of computor skill and ingenuity in postdicting known experimental

"results? Should we have had more predictive cases?

H. W. Emmonp: I don't think significant improvement would be gained from secrecy.

Each method is tuned to a flow situation. No method is universal.

E. Reshotko: We do have an answer here. Predictive cases were handled no better and

no worse than other flows.

J. Eaton: Predictive experimenters went to an awful lot of work for this conference.

"Was this necessary? The agreement was not as good in the predictive cases.

*•. I. Castro: I do not believe separated-flow experiments are as accurqte as boundary-

layer experiments. It is dangerous to do predictive cases in these flows.

S. J. Kline: Case P2 (0422) was done in two laboratories; this was done on purpose.

I do not see much difference between the computational results for the predictive

and postdictive cases.

Experiments should be performed in at least two laboratories, and the uncer-

tainty checked.

H. Nagib: When you suggested that simple flows were computed well in this conference,

for example attached boundary layers, were you including recovery from curvature?

H. W. Emmons: Clearly NOT; even in boundary-layer computations, improvement is

needed.

B. Lakshminarayana: Does the Evaluation Committee have any recommendations on turbu-

lence modeling?

H. W. Emmons: We have no specific recommendations on this. The Evaluation Committee

has no key to Mother Nature that you don't have.

P. Hill: How much progress has been made on flat-plate boundary layers approaching
separation? I was pleased with the ability to calculate beyond separation but w(

now need to go back and make sure we can compute up to separation with confi-

dence.

D. Chapman: It is unimportant to see if mechod A or B 4 better. It is more impor-

tant to see how each can be improved.
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EDITORS' I NMODUCTORY REMARKS TO

UNIVERSAL OR ZONAL MODELING-THE ROAD AHEAD

lDiscussion of the question of universal versus zonal modeling

occurred at three different times as part of the 1981. meeting. An

extended oral discussion occurred as part of the evening meeting follow--

ing Session IV. S. J. Kline added a postscript to that discussion .-

during Session XVI. This postscript was then rewritten and extended by

S. J. Kline as an OPINION shortly after the meeting. The OPINION was

sent to all attendees of the 1981 meeting with the statement that writ-

ten comments on it from attendee. would he published. Five such written

"comments were received: fron P. Bradshaw, A. M. Savill, P. J. Roache,

G. S. Settles, and C. duP. Donaldson et al. To preserve the record and

also make sense of these continuing discussions in the Proceedings, the

editors have placed them all in two places. The postscript to Session

IV and the oral discussions concerning it have been placed at the end of

the discussions to Session IV in this volume. The extended Opinion, the

written discussions on it, and a closure by S. J. Kline follow these

introductory remarks in order to place the major evaluative conclusions

in one section. The postscript to Session IV and its discussion do

overlap the presentations in Session XV to some degree, but also contain

several quite different commeats and viewpoints.

'-I:

""With the exception of a short but important comment by J. Lumley which is an integral
part of his Reporter's remarks; see p. 767.
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UNIVERSAL OR 1O0AL MODELIN-'-T•R ROAD AM

A Personal OPINION 1_

By S. 3. Kline

At the beginning of this meeting, I indicated that a (perhaps the) central ques-

tion to be considered at the current time was whether a universal closure model for

turbulent flows has been or can be created, or, alternatively, whether it would be

necessary to do what can be called "zonal modeling" in order to obtain results of

engineering accuracy for practical flows in the near and intermediate future. This

same question was addressed in a group of active researchers and government monitors

at the NASA Langley Research Center in May 1980, and resulted in a sharp and rela-

tively even division of opinions. At that time I abstained from the discussion since

I felt it would have been inappropriate for me, as Chairman of the Organizing Commit-

tee for this Conference, to take a public position beforehand. This topic was alao

covered at some length in response to the excellent questions prepared by Phil

Klebanoff for the follow-up dinner session from Session IV on Monday night of the

present meeting. The question of universality of closure models is a crucial one

because it influences the central strategy of how one models turbulent flows.

For all these reasons, I have been paying attention to the question as the com-

puted results for this meeting accumulated, and during the discussions and presenta-

tions of the meeting. These added experiences have considerably clarified my own

thinking. It therefore seems appropriate to expand my earlier remarks (see Session

IV) on the topic of universal versus zonal modeling from several viewpoints, and then

draw some personal conclusions.

The discussion begins with remarks on the general nature of models in physical

science since that underlies the philosophy we employ. The arguments for a universal

approach are then given. Next are sections discussing: (i) the functional nature

of the Reynolds stresses needed for closure; (ii) the physics of turbulent flows;

(iii) experiences with modeling prior to 1968, between 1968 and 1981, and finally the

experiences of this Conference. The conclusions follow from these discussions.

ON PHYSICAL MODELS

When I was in high school, our science teachers told us that we were learning the

universal laus of nature. In college I found that several central things my high

school teachers had presented (such as the planetary picture of the atom and Newton's

laws of motion) had already been overtaken by scientific revolutions in some cases

limiting the domain of applicability to something far less than "universal" and in

other cases completely replacing the principle or concept with different improved

In the sense of T. Kuhn.
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models. However, it was not for another dozen yearu after my undergraduate work that

I came to the full realization that what my high school and university teachers had

told me were the laws of nature were not that at all. They were rather, models made

up by human minds to describe nature. Some of these models are of astounding ele-

gance, breadth and accuracy; they are high pinnacles in the achievements of the human

intellect. Nevertheless, they all are models with more or less breadth, but always

Swith some limits of rAnge of domain, and also with some residual uncertainties. At

Sbottom, each of these principles, models or concepts is a truth assertion made by

humans about nature.

Any' single, truth assertion of this sort is derived froc and is intended to be

* true for a class of paradigmatic systems, and no more. There is a limit, in some

cases very b~,ad, and in other cases very narrow to the relevant class of systems. It

"* is easy to provt this is so. One need only consider any truth assertion about nature

whatsoever. We all know any such assertion ca-, be made false, trivially, merely by

changing the definition of the system. Once we clearly recognize that we are discuss-

ing human-made truth assertions about nature, and that all such assertions are inex-

tricably tied to classes of systems our vision of the nature of these assertions is

considerably sharpened. We see that the quection is not whether a model is totally
Y *

- universal; none are adequate for all systems. The relevant question becomes, "what

* is the domain over which this particular model gives adequately accurate predictions

about nature?" That is precisely the question that confronts us in turbulence modeling.

". THE ADVANTAGES OF A UNIVERSAL MODEL

The foregoing discussion makes clear that there is nothing "good" or "bad" about

" more or less universality of modeling. The important questions are pragmatic ones,

"What works? What represents nature accurately?"

From this pragmatic view, it is clear that a universal closure model for turbu-

lence would have advantages. It would allow turbulent flows to be modeled once and

for all. It might be constructed more easily and quickly than a variety of models

"each fitted to special circumstances. Host important, it would provide us with assur-

ance that we could d' true PREdictive computations rather than merely POSTdictive

computations with which we have long been familiar.

A universal model would also appeal to our sense of scientific fitness and ele-

gance. But here we must be careful; the test is not elegance or seeming fitness, nor

is it some subliminal desire to emulate Newton or Eins, tn. The only proper test is

* the pragmatic one, and our design needs demand we adhere tightly to the pragmatic

""~*l
I can provide, on request, a recent more detailed study concerning the universality

r of the principles of physical science and the'r relation to more complex systems that
"defines the operational modifier "adequate" in this statement.

992
A



test. Ttr.re nay be other aspects of universality that I have missed. I would appre-

ciate comments particularly from those who have or do -ake the position that we should

focus on the search for a universal closure model. As an edtcor, I agreed to include

in the proceedings any substantive comments on this discussion that reached me from~

atendants at the 1981 meeting prior to 30 November 1981 (see comments below).

"THE FUNCTIONAL NATURE OF THE REYNOLDS STRESSES

What is the functional nature of a complete turbulence closure model? When we

... time-average the Navier-Stokes equations, we lose information, and that information is

inherent in the Reynolds stresses. Thc Reynolds stresses, for incompressible flow,

are a symmetric second-order tensor that is in general a multipolnt function of four

variables. Such a censor is a complex quantity mathematically. ' need to hold that

complexity in mind for a moment in this discussion. We also need to hold in mind that

for compressible flows we must deal with a number of different variables each of which

has this complexity even if we use the simpler forms of the equations given by Favre

averaging.

A geometric analogy may help our thinking. Suppose we imagine the terrain of a

rough, glaciated mountain chain such as the Sierra Nevada of California or the Alps.

Cunsider the nature of a model that might describe the topography: the peaks, valley:,

spires, crevices, boulders, cirques, moraines and other features of such a mountain

chain. Would we expect a simple algebraic equation with a few adjustable constants to

describe such complex terrain? I think not. Nor would we expect a simple ordinary

differential equation with one or a few adjustable constants to do the job.

SOME REMARKS ON T7HE PHYSICS OF T'JRBULENCE

Pow complex is turbulence as a phenomenon? Is it a relatively homogeneous

terrain, or is it like the Sierra Nevada, composed of a very complex topography?

Investigations over the past century answer this question quite thoroughly. The

Introduction to Volume ! of these Proceedings contains a list of twenty-two quantities

that each con sign~ficantly affect the nature of turbulence . These include not only

pressure gradient, but various forms of wall curvature, boiy forces, additives, and

many other effccts. Nor are we iure this list of 22 effects is yet complete. Con-

trary to earlier ideas, turbulence is not a single or even a simple set of states; it

is a very complex and variable set of states that often react in unanticipated ways to

a great variety of circumstances.

What we have learned about the structure of turbulence, mostly in the past 25

years, tells us the same thing. We can be quite sure that shear-flow turbulence is

neither totally random not totally coherent; the available data effectively deny any

Ruch possibility. Shear-flow turbulence is rather quasi-coherent, or if you prefer,

quasi-random, and such phenomena are inherently complex. Even iuuie 3 thc point for

993



this discussion, we know that thc quasi-coherent parts of the turbulent flows, what we

call t'ie large- or medium-eddy structures, are not the same in different kinds of

turbulent flows. The structures observed in the near-wall region of attached boundary

layers, that are so beautifully illustrated in the paper of P. Moin and J. Kiu in this

conference using Large-Eddy Simulation, are quite different from those observed in

free-shear layers by such observers as Browand, Brown and Roshko, Bradshaw and many

others. Work in the Stanford HTTM group has recently shown that the structure in the

region near detachment of a turbulent layer from a faired surface is distinctly dif-

ferent from that in the layer well before detachment--a point I will return to below.

Nor dtes this exhaust the list of identifiable coherent structures characterizing

particular flow zones.

HISTORY OF CLOSURE MODELS IN BRIEF

What is our experience with universality in turbulence modeling? Before 1968,

there was general disbelief that adequate models for turbulent boundary layers

existed. The 1968 AFOSR-IFP-Stanford Conference showed that a number of adequate

models for attached incompressible turbulent boundary layers did exist, provided:

(I) they were not too close to detachment; and (ii) they were not reattached layers

(Tillmann Ledge flow). Similar results were found in the NASA 1969 and 1972 Confer-

ences for attached compressible layers and for the far zone of free shear layers. In

the context of this discussion it is important to note two things: (i) each of these

- .three earlier cenferences dealt with a class of flowi with a single kind of flow

structure; (ii) the modeling failed or was far less successful when we considered

behavior beyond the edges of each class. Difficulties of type (ii) were encountered

near detachment, for reattached layers, and for the near zone of free-shear layers in

these earlier conferences.
What are the results in the 1980-81 AFOSR-1Th-Stanford Conference. Several

"major results are relevant to the question of universality of modeling:

'(i) i single model presented IQ accurate oer the entire range of cases

in this conference.

(ii) There is no correlation between sophistication (i.e., level) of

model and accuracy of results over the full range of usable models

(see Evaluation Commitee report).

(iii) Several times in discussions, individual computors reported success

* on some class followed by degradation of results when attem-ts were

made to extend range of domain using a single method. Much more

evidence on this same point is evident in the fa, . narr ,

"Method is used here in the sense of this Confezence as an invarlant Drocedure wit,,
• cuUSta9Ls.
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groups explicitly shift method when moving from one class of flows

to another.

(iv) If one looks over the total results presented by Computors in this

meeting one finds for nearly all the flows tried one or more methods

providing quite accurate results. However, the accurate method(s)

vary from one case to the next. Moreover, the most accurate methods

on several relatively difficult cases are integral procedures; . am-

ples include: the transonic airfoil cases; the curved wall flows;

and the planar diffuser of Simpson and his co-workers operating in

transitory stn11 , This does not imply that integral procedures are

more accurate or powerful; there are other cases where integral

procedures give no output, and also cases where higher-order methods

have given better results.

The lesson to be drawn from the preceding paragraph seems clear. The evidence is

strong that, at 1981, there is a definite trade-off between accuracy of output and the

range of domain attempted. That was also true in i968, 1969 and 1972, but it was not

so obvious or important because we studied classes of flows each with a single type of

structure. An example of this trade-off is seen in the diffuser flows. The most

accurate method for the diffuser in transitory stall fails badly when used on the --

Pozzorini high-core turbulence diffuser flow since the method does not model the tur-

bulence-turbulence interaction between the core and the boundary layer. This method

does work particularly well in the detaching flow or transitory stall because, in

large part, it incorporates a specific, different modeling of the detachment zone as

contrasted with the fully attached layer. It is not a Prandtl-like two-zone method,
but rather a three-zone method employing distinct models for the potential flow, the

attached layer and the detachment zone.

Similarly integral methods specifically tailored to the calculation of transonic

airflows perform distinctly better in prediction of displacement thickness at the

trailing edge than "more general" differential methods applied to this problem. The t

differences in accuracy are of design significance as emphaoized by Melnik.

The message seems to be clear. When we know enough about the physics, the struc-

ture of a given flow zone, (and often this is far from a vast amount of knowledge),

and if we systematically build this knowledge into our modeling, we obtain reasonably

good accuracy. This seems true both for direct modeling of terms in model equations

and for indirect modeling as in use of correlations in integral procedures. When we

try to extend models even at the level of algebraic-stress or Reynolds-stress modelinp

to a very broad class of flows, at best we loose accuracy, and we may get quite inad.

quate results for specific purposes. It is not clear in the transonic airfoil cases
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if the poorer results of differential procedures arise from less accurate modeling or

from loss of sufficient grid refinement with models this complex owing to computer

size/cost limits. In the diffuser in transitory stall the situation is clear; it is

improved modeling, more physical input, that makes the difference.

What does this say about the appealing idea of building universal models starting

with the homogeneous cases to set constants and then systematically enlarging the

range of domain without altering the constants set from the simpler flows? The evi-

dence given above is not encouraging for this approach. We also recognize the fact =1

that homogeneous flows have quite differet.ý structure features from shear flows. The

idea that homogeneous flows extend by any kind of regular "expansion procedure to

shear flows is very questionable. The simplest case of isotropic homogeneous turbu-

lence in fact contains no production and therefore does not provide a suitable model

for flows containing production, as noted by Kline. Moreover, the boundary condi-

tions on homogeneous flows cannot, in general, simulate those for shear flows, and the

boundary constraints are critical in determining structure.

What are we to do then? If we try to build separate models for various flow

cases or applications, we face a hopeless task. There are, after all, a manifold of

infinities of scientific flow cases, and a higher-order manifold of infinities of

gcometries of commercial importance. The task would be endless. Fortunately, we do

not need to model cases separately. In most flows of interest there ate only a

limited number of identifiable structural flow zones. By structural flow zones, I

intend to denote a zone, a part or all of a flow field, that has roughly the same kind

of flow structure. For the present I purposely leave the word "roughly" undefined. A

tentative second cut at a list of such structural zones is given in Appendix I below;

it contains twenty items. Several comments are crucial.

The list is not finished. It needs study and trials to see what works, to find

"what items might he consolidated, to see what needs to be added. We know a good bit

about how to model many of these structural flow zones already. One need only look

through the methods of this and the 1968, 1969, and 1972 Conferences. Certain items

on the list delineate problems needing research (reattachment zones, shock/boundary-

1".Yr 4-teractions, recirculating zones for example). We also know a good bit about

how to patch and/or match flow Tones. In some cases, we need only a reasonable° '

sliding of model constants, in others well-developed technique.. of azymptotir mAt-.hing

can be used. The computer has no particular difficulty in keeping track of where

various zones lie throughout a computation; we know where we will -ead to - A r

. match. The various cases of complex strains and turbulent-turbulent interactions can

be fitted into zonal modeling through treatment as subroutines in appropriate cases.

*IUTA.4 meeting Kyotc 1967 published as supplement to J. Phys. iluids. %
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"Thn idea of zonal modeling tled to structural flow zone. is not new. It is in

fact central to the famous 1904 paper of Prandtl, to the analysis of isotropic flow

and shocks, and to many of the methods presented in this Conference. What has perhaps

not been sufficiently emphasized is the importance of the Lie between successful

"models and the physics-that is the structure features of particular flow zones. The

important point is the following: It will almost certainly accelerate progress if we

iterate turbulence models with experiments on structure, not in general, but rather

for particular structural flow zones one by one.

Let us return for a moment to the functional viewpoint and the analogy of the

mountain range. We know one accurate model for turbulence in Newtonian fluids; it is

the three equations: (i) continuity; (ii) Navier-Stokes; (iii) the viscous-energy

equation-each in unaveraged form. As Peter Bradshaw has put it, God gave us one good

model. Why should there be another model that is vastly simpler? We would not expect

to find such a 9implc model for the topography of the Sierra Nevada, and nothing in

the evidence cited above suggests turbulence is much simpler nor encourages the view

that a simple, universal, turbulence model that is not-too-slow and also adequately

accurate can be found.

Given the review above, I have little faith that we will find a single, reason-

ably fast, accurate turbulence closure model. The evidence suggests, to me at least,

that the profitable road for engineering calculations in the near and intermediate.

future is systematic exploitation of zonal models tied directly to structure features

of the flow. When we have done that in special cases, we have often succeeded. What

remains now is to extend the approach to more general cases and to perfect the very

important details.

The argument is sometimes made, as noted above, that zonal modeling will be more

work and will, therefore, proceed more slowly than univesal modeling. The argument

seems plausible, but will certainly be untrue if no single, simple, adequate closure

model exists. Nothing is slower than a search for the non-existent. Thus, I do not
consider the conclusion I reach as discouraging. It seems to me quite the contrary.

The argument suggests, apparently for the first timc, what seems to be a feasible

route toward achievement of what has eluded scientific research for more than a cen-

tury. Let me put this differently. When we look for a single, not-too-slow closure

model of engineering accuracy, we see failure not only in 1981 but many times before.

In 1981 we do not even have a universal model for the known cases of homogeneous

S...... • ..M- we !cok for not-too-slow methods of cengieccring accuracy for given struc-

tural flow zones where we know enough of the physics, we see successes not only in

1981 but many times before. In 1981 we see successes of this sort for many more types

of cases than in 1968; significant progress has occurred. In 1981 some cases still

are not well handled. For the most part, these are cases where we lack knowledge LA
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about the physics for one or more flow zones in the field and have tried to use models

created for other types of flow zones. Examples include cases 01.91, 0422 (P2), 0423

(P3), and 0411.

Before ending this discussion, I need to be clear on one more point. Nothing in

this discussion is intended to suggest cessation of effort on higher-order or broader

models for complex turbulent flows. The higher-order approaches inform the lower

order as the Evaluation Coummittee emphasizes. Computer power will continue to in-

crease. In a decade much more effective use of Reynolds-stress models should be pos-

sible. We do, liowever, need to recognize more clearly that the zonal approach holds

more promise than we have thought, and that design needs impel us toward development

of the simpler forms of such zonal models in parallel with further development of

higher-order models.

APPENIDIX I

KNOWN STRUCTURAL FLOW ZONES OMITTING HYPERSONICS AND WAVE PHENOMENA

i. Inviscid flow

Laminar boundary layer

3. Transition

4. Homogeneous turbulent flows

5. Attached turbulent boundary layers, two-dimensional

6. Attached turbulent boundary layers, threc-diemnsional
.4

7. Rcittaching/detaching zones

8. Mixing layer

9. Axisy=metric wake

10. Plane jet

11. Axisymmetric wake

12. ?lane wake

13. Recirculation zone (fully stalled zone)

14. Secondary flow, type I

15. Secondary f.ow, type 2

16. Mach No. effects
17 Shock/boundary-layer interaction, two-dimensional

17. Shock/boundary-layer interaction, two-dimensional
18. Shock/boundary-layer interaction, three-dimensional

19. Trailing edge interactions

20. Large-scale vortical motion

*The list should include Wall Jets as noted by A. M. Savill (see below). Thanks are

also due to Gino Sovran for some improvements to this list over an earlier version.
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COENTS ON "UNIVERSAL OR ZONAL MODELING-THE ROAD AHEAD"

From P. Bradshaw

I like the Zonal Modeling paper very much. I think the following points need

covering as well:

(W) One must concede that replacing constants by zone-dependent func-

tions may make extrapolation hazardous. Models tuned for special

zones may be real death traps.

(ii) Zone-dependence as such is only half way to the goal of parameter-

dependence, and interpolation between zonal models is not neces-

sarily easy, consider how one would change from a mixing-layer

model to a boundary-layer model near reattachment (behind a step,

say). Where possible I would want to use "wall effect functions"

with (length scale)/y as a parameter, rather than a separated/

attached switch with smoothing.

(iii) Modelers will need strong encouragement to test out their models

over as many zones as possible and to link up with others who are

modeling "adjacent" zones.

Finally, mountainous country is particularly liable to contain mineshafts and

electric power pylons!

From A. M. Savill t

At the recent Stanford Conference on Complex Turbulent Flows, Steve Kline put

forward the suggestion that, as far as practical engineering calculations are con-

cerned, it would be better to concentrate on developing an approach based on zonal

models rather than continue the search for a universal closure model for turbulent

flows. This was very much a personal opinion which he put forward to stimulate dis-

cussion and comment, but he has subsequently expanded and written up his remarks as

the foregoing paper entitled "Universal or Zonal Modeling-The Road Ahead." In this

he points out that the results of the 1981 Conference show that when models are spe-

cifically tailored to the calculation of a particular type or class of flow it is

possible to obtain good accuracy, but when one tries to extend even the higher-order

closure models to cover a broad range of flows, the results are often quite inade-

quate. There appears to be a trade-off between accuracy of output and range of

application. Such a conclusion is supported by the earlier 1968, 1969, and 1972

Imperial College of Science and Technology, London SW7 2BY, England.

t Cavendish Laboratory, University of Cambridge, Cambridge, England.
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Conferences, although not brought out so clearly because they concentrated OYn individ-

ual flow classes.

Obviously this is not very encouraging for those who are attempt4 .ng to 11'.tild

universal models of turbulence and Kli~ne suggeavs the alternative, nt leaist for engi-

neerin,; calculations in the immediate future, is to consider practical flown as made

up of identifiable flow zones, msodel these individually and then patch together the

solutions over the whole flow field. This ton not a new idea, but hak tended to pro-

voke sharp divisions of opinioti, and this was certainly the case at Stanford J~udging

by the immediate response and aubsequent private discussions. As one of the attending

computors I have several commentt which I should like to put forward here.

The term "zone" is used by Kl~ine to define a region of flow typi 'fled bv a partic-

ul.-r structurt, which is specific to that region and diatiact from the gtructure found

in any other zone. He has put. forward a preliminery list of 20 or so iuch stru.ctural

zones (see his Appendix 1), but pointA out that this is tentative and probably incom-

plete. Certainly one Immediately v~otices the omisrion, of the axisymmetric ancý plane-

wall jets, so it is likely the final liot would be somewhat longer. The prospect of

having to develop individual models for such a wide range of flows is raither daunting,

but in practice thit, may not be necessary. Already there is strong evidence for n

degree of struct:ural similarity b~etween some of the flow zrnes. For example, from

work crirried out over the last two decades, at the Cavendish Laboratory tinder the

direction of Dr. A. A. Townsend, it has becoroe apparent tliat at least three types of
turbiilent eddy are common to all the plane-shear fl.ows.

Tho'se are: inclined roller eddies (which are perhaps surprisingly well modeled

by Rapid Dlstortion Theory); transvefse orntralining motions (which are -eospensible ý-or

the entrainiuekt of external, irrotational fluids); and isotropic. small scales. Be-

tweon them these eddies contain most of th-c~ turbulence energy and so mske the major

contributions to ali the turbulence parameters of interest. They represent; a sort of

uaderlyir.n universal 3tructure. Howeve-f. there are difftrences between the various

shear flows because the ce~alea of the eddies and their relativoŽ intensities change

from flow to flow. Thus the s4ake contains intense, large anisotropic swirling motions

(Lasmos) which have a scale comparable withi the wake half-width, and arL responsible

*.for the large-scale overtucani~g whicýh occurs during periods of active entrainment. On

the other h~and, the entrainment in the boundary layer occurs as the result of emall-

scale nibbling aa;soziiated with the tops o~f hairpin vortices, (which in section appear

as transverse motiono with a width an order of ma~nitude less than th- boundary-).ayez

The term 't~sca'is used here. tc, imply thaL the nrl~ncipal circtalati.on of Lhne
eddies concerned is in the vertical plarie 3lthough thiir. spanw~se extent :aay be only
two to three times their Ecale in the stream directior'.
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thi'~knass), and tjo is wholly quiescent. In the sense that Kline has used the term.

these flows do have different "structure," but in fact it seems the inherent eddy

structure is the same in uach case.

This obviously simplifies the modeling, because it m-eans one does not have to

start completely from scratch with each individual case; once one of these flows has

been adequately modeled it should not be difficult to extend the model to cover all

four satisfactorily even allowing for the special problems associated with the differ~-

*ent boundaries. Furthermore, Bradsbaw'o group at Imperial College has shown that it

is also possible to consider some flows as combinations of these. A developing Chan-

nel flow may be thought of as two merging layers time-sharing at the centerline. It

has also beeii suggested that a wall-jet might be modeled as a jet sitting above a

boundary layer which might explain the omiqsion of this cAse from the teatative list

of zones, except that the jet may as easily be modeled as two merging shear layers.

There is now some evidence to guggest that the same scrt of structural similarity

exists in the ax.toy.;,.z-tric flows as well. If this proves to be the case it. will lead

to further siinpl~fcations. Of course, this still leaves a large number of zones that

would presumably reouire special individual treatment, and one problem that particu-

larly concerned attendants of the Stanford Conference was how the models would fare on

fully three-'dimensional boundary layers. It will be interesting to see th2 outcome of

* the April 1982 Eurovisc Conference in Berlin, but already some computors are confident

that the more advanced models will be able to handle such flows. The feeling is that,

because the turbulence structure one models :he axiaymmetric and two-dimengional

flows is inherently three-dimensional, the e.- sion to fully three-dimensional flows

will not be as great a problem as acme anticipate.

Takin~g all these po~ints into consideration, the idea of zonal Mbideling startG to

look a 'more feasible proposition. Nowever, there are still at least two potential

stumblinZ blocks when it comes to puttin~g the procedure into practice. The first of

these is the problem of zoF identification. It is not immediately obvious how this

would be achieved unless one can make a very good guess at the mean-flow geo~metry.

Tepsbiiisfrerrianiterative scheme, up-dating the zone Identification

on the basis of the mean velocity output, seem very largo,. And yet it J.8 vital that:

any calculation scheme should be able to rpeognize changes in environment, and

automasticlly_ switch from one zoiel m'odel to another. 1P , sense.. this is problem

gcomeon to all approaches to turbulence modeling. We have alreýady s~~en examples of

"universal" modeln which switch parameters on and off in different flne.' regions. The

question 65 o they rec~ogniz~e when t,. do t)-.is? qi cme cases the answe. sclal

xio; the basic -model may twe unehangni., but tnt: indivijiual parameters have to be

exrerraiiy tiined fot each flow caqe. However, other models do 9ppear to have this

lacility. Launder's grouo has produced very good results for two backscen flows with



an algebraic k-c model in which a tensor invariant curvature transformation leads to

an increase in dissipation when the streamlines start to curve. This ig obviously an

acceptable development, and helps to show that there is not after all such a great

difference between the zonal and universal approaches to turbulence modeling. Indeed

if a universal modal It. self-adapting to changes in environment, it is essentially a

zonal model.

Unfortunately some confusion has arisen because the term "model" has been used in

two senses; firjt to denote a particular system of modeled equations at a particular

level of closure, and secondly to describe the way a given scheme is applied to dif-

"ferent flows. Some people would question whether a model can be universal if its

"parameters are changed; does it not then become a different model? The point is that

i a true zonal approach might use completely different turbulence models for different

flow regimes, whereas a truly universal approach uould attempt to model the whole of

every flow with just one set of parameters. Naturally these are very extreme lines.

As we have seen, the former is unlikely to be necessary, while the latter is unlikely

to be possible [emphasis added by editors]. In practice the goal of the universal

modelers must surely be to develop a model which adapts itself to all the different
'.- . i

"flows with the least amount of what we might call internal tuning. This will cer-

tainly have to be based on at least an algebraic, or more likely, a full-Reynolds-

stress closure scheme. It would reprevent the ultimate, or perhaps one could say the

universal zonal. model; one in which the same turbulence model is used in each zone.

The only difference, then, is that the zonal modeler is prepared to forego this ele-

gance in favor of a jury-rigged scheme in which various simpler models are used, where

possible, with the aim of providing a serviceable procedure for more immediate appli-

cation to engineering calculations. If it were possible to build up a working zonal

scheme very quickly, then there might be little point in pursuing the search for

universal models (at least so far as industry is concerned; presumably there would

still be academic interest). But this is certainly not the case. Even if we can

reduce Kline's twenty individual zones to about ten pretty distinct cases, there are

still the possible twenty-two distortions to corsider. Via either path we are a long

"way from any scheme capable of predicting the complex flows of engineering systems.

-- *In fact, much might be achieved with a simpler mcdel. For instance, I have pre-

viously suggested (a) that present three-dimensional k-E schemes might be improved by
using their mean-velocity and shear-stress output to divide a complex flow up into
rcgions dominated by different types of distorted shear flows, (b) using a highly
structural model developed at the Cavendish to calculate representative values for
the stress intensities, and (c) using these in place of isotropic values for the
normal stresses, while modifying the shear stresses. This process of "Region Iden-
tification" would result in a crude form of a universal zonal model.
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It is obvious that all routes towards this goal must be pursued, and that these two

Rpproaches are in many ways complementary.

Assuming that satisfacLory zone identification can be achieved, there is still

the problem of patchling/matching flow zones to be overcome. If the same turbulence

model is in ise in adjacent zones, this would probably only require some reasonable

sliding of model constants, and if this is not the case it should be possible to make

use of Lhe well-developed techniques of asymptotic matching as Kline suggests, al-

though there may be greater difficulty if two very dissimilar turbulence models are

involved. However, even if the numerical problems can be surmounted, these procedures

might not be very rpalistic physically. We know that, within a single zcne, combina-

tions of strains may have odd effects on eddies resulting i, unexpected changes in the

turbulence parameturs. One strain may so ciientate a rarticular group of eddies that

they are then preferentially amplified by a second strain. Alternatively one set of

eddies may be selectively suppressed while another type g.in energy and so rise to

prominence in the flow. Some new structures such as longitudinal eddies may nersist

for times long compared with typical turbulence time-scales. The turbulence structuie

always depends on the stra it history and so memory effects are important. Eddies

passing out of one zone into another region of the flow would thus carry a "knowledge"

of their earlier environment, and might influence the dynamics in the second zone

sufficiently to invalidate the assumption that each region can be modeled in isola-

tion.

In some cases there will be a .. lear-cut changeover from one type of flow to

another. One example is a flow recently studied by Townsend where a boundary layer

separates from the roof of a wind tunnel and a curved mixing layer is initiated. Here

the turbulence production is so rapid immediately dowT,stream of the origin of the

free-shear layer that its structure completely overwhelms any old boundary-layer tur-

bulence, even though the sense of the imposed curvature is stabilizing. However, we

know from forcing studies that the condition of nozzle boundary layers can affect the

spreading rates of jets; not by changing the form of the jet-eddy structure, but it3

growth. Here there is a lingering influence of the flow upstream.

Another case where some interaction could be expected is the hypothetical situa-

tion of a plane jet impinging at an angle oato a convex wall. Here what would other-

wise be a highly stabilized laminar or perhaps transitional boundary layer would be

greatly influenced by the "free-stream" jet turbulence and almost certainly fully tur-

bulent. The degree of interaction would depend upon the intensity and at least a

typical scale of this turbulence, and probably the actual form of the turbulent eddies

in both regions. In general then it seems 'ikely that successful patching will re-

quire further experimental work on such interactions between shear layers particularly

regarding the changes in the structure of the turbulent eddies.
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All of the above discussion asaumes that future models will take more account of

the highly structural picture of turbulent flows that has emerged in recent years.

This see-ms vital if we are to continue to make progress and both experimenters and
modelers can help the process along. The modelers nould provide feedback to the "r

experimenters by explaining where and why they have hae' to make modifications to

reproduce experimental data. At tle same time experimenters should nim to provide

information on the types, scales, and intensities of eddies within each flow and the

manner in which they respond to the various extra strain rates so that the modeling

can be placed on a rore secure physical foundation.

From P. J. Roache

SI am in complete agreement with the opinion on zonal modeling expressed by Pro- -4

"fessor Kline. .1
Perhaps researchers simply have been tricked by the limitations of language. In

speaking of "turbulence." there is implicit an overly simple binary classtiicatlon -

scheme; flows are either "laminir" or "turbulent." A better terminology would be

something like "laminar" and "non-laminar." With a retrospective view of the progress

over the last half-century, it seems absurd--if not arrogant-to think that we can

lump together &ll of these "non-laminar" flows and solve them with anything but the

original non-averaged Navier-Stokes equations.
As an analogy, consider gray versus non-gray. It is true that we can divide our

visual perceptions into "gray" and "color," but having done so does not give us any

iufvrmation on the color spectrum. "Color" is more complex than that, and uon-laminar
flows are too complex to all be dumped in the same category of "turbulent."

Any attempt to invent more universal models may meet with some imited success,

but the approach is overly and unnecessarily limiting. However, the zonal mcdeling I
approach suggested by Kline is much more demanding on turbulence modelers, since they
would have to develop a facility and understanding, as well as separate computer code

modules, for the different zones of turbulent flow which they intend to model. This

is a very large obstacle to be overcome, and it is probable that several cycles of new

researchers (graduate students), i.e., 8 to 10 years, will pass before the approach I
becomes common, but ultimately it seems certain to become the engineering approach of

choice.

'A

*Ecodynamics Research Associates, Inc., Albuquerque, NM 87198
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From G. S. Settles*

Congratulations on your "Universal or Zonal Modeling-The Road Ahead," which

makes eminent sense to me. I am mrking it required reading for my graduate students.

Your initial comments on universality remind me of an elegant paper by John A.

Wheeler: 't iyond the Black Hole" (in Some Strangeness in the Proportion. A Centennial

S ymposium to Celebrate the Achievements of Albert Einstein, ed. R. Woolf, Addison-

Wesley, 1980). You might especially enjoy reading the section of Wheeler's paper

entitled "Up the Staircase of Law and Law Transcended to Mucability."

But 4more to the point, your comments )n zonal modeling based on a physical under-

standing of f luw structures strike a particularly respondent chord with me. Here at

Princeton we've been saying this for some time, but we also ask where will the physi-

cal understanding come from? Who will undertnke (and is qualified to undertake) the

necessary, detailed, well-defined, parametric experiments to revcal the physics? Who
will define what these experiments shlould be? Who will recog,,ize the importance of

t. * the results and b ild models from them? And who will fund this process?

My shelves are filled with reports on fluid mechanics expertmen~ts--most of them
useless for this purpose. The Stanford Conference distilled a mere handful of these

to be put forward as standards of a sort, but those of us who are experimentalists

recognized serious inadequacies even in these experiments, both in scope and in qual-

ity. (As a simple example of the latter, consider anybody's skin-friction measxre..

ments in a pressure gradient, including my own: no one knows how to do it accurately.)

Further, those few experiments which are "true classics beyond reproach" seem to

have sprung from a fortunate confluence of people and circumstances, not from any

concerted or directed program in the fluid mechanics community to produce such experi-

mental results. I would like to see the point made strongly that "the road ahead"

desperately needs a strong, directed effort in experimentation to go hand-in-hind with

modeling and computation. -

Anyhow, congratulations once again on a successful conference which I learned

from and thioroughly enjoyed.

school of Engineeraig and Appl. Science, Princeton University, Princeton, NJ 08554.
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From C. duP. Donaldson, W. S. Lewellei, 1i. Quinn, R. D. Sullivan,

R. 1. Sykas, and A. K. Varmay

Elsewhere in these proceedings, Professor Kline argues persuasively for a zonal

modeling approach to complex turbulent flows. This approach certainly has some merit,

but we believe it can also easily be oversold. A zonal approach works best when it is

possible to show from a more universal, fundamental approach under what conditiona the

appropriate zonal approximations are valid. Without the guidance from the more uni-

S"versal model, the zonal model can only be used if, at least, a rough estimate oi the

solution is available from experiment or other meana. Too much emphasis on Lonal

models will prove to be costly because of the increased experimental burden.

It may be argued that with the increased computing power that will be available

before long, predictive calculations will be carried out directly from the Navier-

Stokes equations and there will be no need for Reynolds-stress closure with or without

tensor-scale equations. However, as the computing power grows, some of it will be

devoted to extending the complexity or the number of flows that can be handled instead

of to increasing the accuracy or respectability of the methods. It is our belc- that

Reynolds-stress closure will be very useful in the foreseeable future and attempts to

extend its scope should be encouraged.

A

These remarks were submitted as a part of the Computors' Summary by the A.R.A.P.
Group (Aeronautical Research Association of Princeton, Inc., McLean, VA 22102).
They have been moved, in toto and without modification, to this section by the Edi-
tors to provide L. unified discussion.
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CLOSURE ON U`NIVERSAL OR 7ONAL MODELING--THE ROAD AIIEAD
S. J. Kline

Professor Bradshaw's remarks are, as usual, concise, very pertinent scientifi-

cally, and in addition humorous-a rare combination. His points are well taken, and

after further consideration, I want to expand on one of them: the question of merging

from one zone to another.

My first remarks on merging are, on reconsideration, too optimistic. We know

some things about this already. For example, the observations of Kim (1978) on a

reattached layer following a backward-facing step, shows that some of the large eddies

"generated by the free-shear layer pass into the outer portion of the downstream bound-

ary layer. These eddies affect the structure UI.CI properties of the boundary layer for

more than 50 boundary-layer thicknesses. Hence, the boundary layer "recovers" toward

equilibrium only very slowly. The standard correlations for correloting equilibrium

boundary layers "ail badly in this recovery (readjustment) region. Similar very slow
"readjustments were observed by Gillis (1980) and by Simon (1980) for flow over a flat

wall downstream from a convex wall. Similar slow readjustments to equilibrium are

being observed in current work on a flat plate downstream from a concave wall ty Jeans

(1982) and by Simonich (1982). In these slowly readjusting zones, all the standard

turbulence models we have tried perform badly in predicting results. New models will

be needed.

In other instances, the transition is much easier as found by Bardina et al.

(1981) in the transition from attached to detached layers. This appears typically

where the "new" structure is much stronger than the old one and thus quizkly over-

whelms the older structure. This same point is made by A. M. Savill (see above). In

the detachment case, a Aimple s!iding of constants in standArd models was sufficient.

The merging of potential flow and boundary-layer zones has been standard practice for

75 years and causes little, if any, difficulty.

Some approaches to classification and construction of these additional models for

readjusting zones can already be seen. While it is too early to discuss them in de-

tail, I do need to mention they exist in order not to leave the impression that they
. represent an insuperable problem. Bradshaw's suggestions in his comments above seem

eminently applicable, and even simpler approximations are discernible. In point of

* fact, I suspect that we are now doing extremely badly in predicting these readjustment

regions not because they are so difficult, but rather because when one uses either a

universal model or the model for another simpler zone, readjustments are simply ig-

nored. What we do know about the physics of such readjustment zones is not yet incor-

porated into our models.

Nor do I want to leave the impression that zonal models restrict one to problems

describable by parabolic equations. In the Stanford University HTTM group, we have

1007



already done some cases where strong elliptic effects are present using zonal approaches.

These are more difficult, as we must expect, but they are not impossible.

These results do not settle the questions of how to merge tonal models; they do

.! suggest that this problem may not be intractablc, but will need considerable specific

* attention. They do also reinforce the writer's prejudice that at least a modicum of

knowledge concerning structure is an essential ingredient for satisfactory modeling of

* turbulent flows.

Regarding Dr. Savill's comments: they are thoughtful and provocative. The

results he describes on structure have the insight we have come to expect from

Tovnsend's group, and will bear watching by the research community. I cannot entirely

agree on some points, howaver.

In the first paragraph Savill remarks, "when one tries to extend even the higher-

* order closure models to cover a broad range of flows, the results are often quite in-

adequate." This clause leaves the impression that the results are sometimes adequate;

unfortunately, that does not seem to be the case; they are uniformly inadequate thus

far for truly broad classes of flows, and we need to face that fact squarely.

Nor can I agree with Dr. Savill's comment about locating zones in the computer.

In every case where we have used zonal modeling thus far, the location of zones has

* not been a problem. We have managed to assign clear tests, recognizable by the compu-

ter, that advise when to switch from one model (or constant) to another. Even if this

were not true, there is nothing to prevent inspection of output and modification of

zone boundaries should that be necessary. I thus do not see the difficulty that seems

to be bothering Dr. Savill.

Dr, Savill's point that a "completely" zonal model is probably unnecessary and a

completely universal closure model probably impossible is, I believe, very important,

and the remark has been underlined by the editors. I agree that intermediate formula-
tions that are universal, when possible, and zonally adaptive, when necessary, are the

'.- most likely to be both economical and effective. It seems obvious that one would want

to adjust the value of the parameters in a given model for various flow zones and,

only if that were unsuccessful, attempt to use fundamentally different models for

S-various flow zones in computation of a single flow field. Further comment on this

.' point appears below in reply to the comments by Donaldson et al.

- The various remarks on flow structure and on the similar nature of underlying
structures for differing flow situations by Dr. Savill are extremely interesting and

-* in accord with the writer's prejudice for understanding flow structures as a basis for

modeling turbulent flows. They are, however, too many and too detailed for complete

* .discussion herein, and are therefore left for later independent consideration and

discussions.
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I am also in full accord with Dr. Savill that more cross-pollination of ideas

between experimenters and computors is vital to maximizing progress in turbulent flows

and have so stated at several other points in these Proceedings.

Regarding Dr. Roache's comments, the writer ic grateful not only for his support

in facing what seem now to clearly be the facts, but also for his articulate and

graphic analogies stating the case.

X appreciate Prof. Settles' comments. I agree that most of the experiments plo-

posed for Vol. I are less than "true classics beyond reproach." I would, however, add

that given the position papers and discussions of Vol. 1, and allowing for the fact

that no experiment is "beyond reproach." the purposeful creation of such "true

classics" should not be beyond our capabilities.

The reader may also want to reread the remarks of J. Lumley near the end of his

Reporter's Comments in this volume regarding universality. These remarks were written

after reading the OPINION above by S. Kline, and represent the view of a particularly

able and experienced modeler and experimentalist who has long held to the 'universal"

modeling approach.

Donaldson et al. make three major remarks on zonal modeling versus universal

modeling. All three invite further discussion. Donaldson et al. suggest that zonal

modeling "... has some merit, but we believe it can also easily be oversold." I have

great admiration for the ability of Donaldson and his co-workers. However, on this

issue I think the shoe is decidedly on the other foot. Universal modeling has been

pretty much the unly recognized game in town. The leaders of the theoretical and

computational research on turbulence have almost all been "universaliats." Nearly the

only explicit proponents of "zonalism" have been some experimentalists and some indi-

viduals in leading companies, such as 'oeing, where the engineers were face-to-face
with the need to make design decisions (sometimes with billion-dollar implications)

and therefore had an urgent need to guarantee accurate results. If the arguments I

make above for a zonal approach are correct, it should then not be surprising that

these engineers, under those conditions, chose to use models that were known to be

explicitly tailored to specific classes of flow situations in order to guarantee accu-

rate results. This same fact (namely that universalism has been favored and to that

extent "oversold") can be seen from the results of a question I asked nearly a decade

ago, as a member of a panel of leading experts, who were asked to discuss the question

of appropriate roads in future turbulence research. I asked as a question something

like the following: "Is it possible that we may have to use various closure models for

various flow types?" I noted, as part of the question, that the computer can do this,

and that while it would perhaps be inelegant, it might also be eminently practical.

The reaction of my four colleagues on the panel was primarily outrage and indignation

that I would pose such a question. "Universalism" was clearly the accepted approach.
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In sum, I do not think we are in danger of overselling "zonalism"; rather we have

been and therefore probably still are in danger of concinuing to oversell "univer-

salism." If, as Savill notes, a completely universal model is probably impossible and

- * a completely zonal model is undasirable, then the appropriate question is, "where is a

suitable balance between these poles?" It must lie, as John Lumley suggests, with as

much "universalism" as we can build while retaining adequate accuracy, and it must be

based on information about the flow physics. Just where this point lies we do not yet

know. That is a major task of the next round of research. However I do not believe

we will answer the question appropriatcly unless we approach it with an open mind,

that is to say, without bias against zonal approaches, which has been very strong in

many quarters historically.

In view of the remarks above by Bradshaw and Savill on merging from one zone to

another and of Lumley and Savill on "as much universalism as possible," a short expan-

sion on the kinds of zonalism that occur may be helpful at this point. There are

basically two levels of approximation for zonal modelq. In one approximation, differ-

ent turbulence models are used for different classes of flows but held constant within

"any one flow field calculation. In a second level of approximation, various models,

or at least various constants within a given model, are used to approximate various

zones within the computation of a single complex flow field. It is worth noting that

the first level is routinely used nearly everywhere, and to that extent seems accept-

able. We expect to see computations of boundary layers and potential flows separately

or at least different grid spacings used in different zones. We alse expect to use

different approximations for compressible and incompressible cases for reasons of

computational efficiency if for no other. And these are only the most obvious cases.

Even more to the point is a distinction in the semantics that had to be delineated in

. , order to create a usable questionnaire for describing methods in this Conference. It

was found that many computor groups had a single program, but that a number of methods

(in the sense of invariant procedires) were callable within this one "program." Since

the word program was used for both purposes, it is clear that much confusion had

existed on what approximations were actually used. Moreover, the switching from one

method to another within a single program is by definition a form of zonalism; it is

merely hidden from the outside observer, and buried in the "program." In fact, this

is the practice of the Computor Group led by Donaldson et al. When one looks at the

descriptions of what that group has doae, as described for this Conference, it is

- clear that they are using a number of "methods," and to this extent are already using

-some zonalism. It is true that they enorce certain important constraints (such as

invariance) on the mathematics, and this tends to improve their models and moves

toward universalism. Nevertheless, the complete set of computations do involve

several methods, not one.
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"It scems strange to me that so many people will accept zonalism at the first

level but reject very strongly zonalism at the second level of approximation. After

all, if one is to do anything less than a wholly universal model, it then is not a

question of whethir different approximations are to be used for different situations,

but only what ie the most expeditious and accurate way to proceed. Both Lumley and

Savill have recapitulated this point. They both comment that we do need to seek as

much universality as we can in our models in order to increase the range of predictive

capacity and to limit effort both experimentally and computationally, and with this I

certainly agrne. However, it would not seem at all profitable to seek universality

for its own sake given what we now know, and this applies to the second level of

approximation just as much as to the first level. In the last analysis our tests

ought to be pragmatic ones rather than appeals to elegance or a sense of scientific

fitness, as I have already stated in the OPINION above.

A second point made by Donaldson et al. is the statcment: 'A zonal approach

works best when it is possible to show from a more universal, fundamental approach

under what conditions the appropriate zonal approximations are valid." I do not

believe it ia presently possible to do this from theory or computation for most

assumptions about turbulence models, since we lack complete solutions nearly every-

where and since the potential for asymptotic perturbations in the solutions are gener-

ally present in viscous flows. It is not theoretical validation that I had in mind in

suggesting the construction of zonal models, nor is it such validation that zonal

models have employed in the part. Zonal models have relied for the most part, as

Donaldson and co-workers say, on ... rough estimates of the solution from experiment
.... "One needs to note that such a rough estimate can be very rough. For example,

Prandtl used only the experimental observation that the boundary-layer width is small

compared to its length in the flow direction for attached layers at high Reynolds

number. In Prandtl's hands, this critical fragment of experimental data is enough to

derive boundary-layer theory and thus to set off work on a whole field of analysts

(asymptotic perturbation theory) and also provide the modern basis for most analysis

and compu•ition in viscous, high-Reynolds-number flows. Thus, I agree that we need to

base zonal models on observations of the physics, and this fact is the primary basis

for arguing in the Editors' Concluding Remarks in this volume, that the day of the

need for experiments in turbulent flows has not passed.

On a third point, I agree entirely with Donaldson and his colleagues that direct

solutions of the complete, unaveraged Navier-Stokes equations will not wholly replace

Reynolds-stress closures in the foreseeable future. For more than a decade we have

had many statements suggesting this replacement will occur; it is overdue, in my opin-

ion, that some one says clearly that they are a disservice to the current user commun-

ity, as a whole. We cannot do such solutions now. We are a long way from them. Even
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if computerL get big enough, so that such computations can be done, there is as yet no

assurance that the cost of the very large main-frame computer will become so low that

the typical industrial user will have effective access for day-to-day design purposes.

It is altogether possible that the asymptotic state, even say at the year 2000 A.D.,

will be one in which important scientific questions and very pressing military or

large-dollar industrial applications will be carried out using the full, unaver ged

Navier-Stokes equations, but that ordir.ary day-to-day work will still be done in most

companies with faster, simpler methods. This is even more likely when one remembers

that scientific solutions tend to be "once and for always," or at most need a few

repetitions, but a single design often requires tens or hundreds of repetitions of
Scomputations. I am not making a prediction here; I am, however, saying the far future

is, as always, very uncertain and therefore hard to predict. It must follow that for

engineering design we are obliged to continue along the lines that are possible and

that we know can guarantee adequate accuracy. To date the only line of this sort is

appropriate zonal models, and it is likely that this will remain so for a considerable

period of time.

__'_Cl__ingCo__ets

The remarks of several workers on the topic of zonal versus universal modeling

contain the implication that zonal modeling necessarily implies the use of less phys-

ics than universal closure modeling. A bit of reflection will, I believe, show that

this implication puts the shoe on the wrong foot. The logic follows.

We agree, in general, that a central purpose of closure models is to replace as

much as we can of the information that is lost in the process of time-averaging the

governing equations. There is, moreover, general agreement that the governing differ-

ential equations for viscous motionq are correct at least for Newtonian fluids (see,

for example, the report of the cominittee on this matter in the Proceedings of the 1978

AFOSR/Lehigh Workshop on Coherent Structure in Turbulent Boundary Layers, p. 476). We

must note, for the logic, that the underlined word "correct" above implies not only

that the governing equations contain the physics, but also that they DO NOT CONTAIN

MORE (tha" is, they do not contain irrelevant information). Nor is there any evi-

dence, known to me, that the governing equations do contain irrelevant information.

"If we accept this fact, that the governing differential equations contain all the

physics and no more, then it follows that any single universal model that is simpler

than the governing equations must represent less physics, that is, some physics will

not be represented by the simpler model. This is precisely the genesis of the prob-

lems in universal modeling. If we adjust the model so it fits for a few flow classes,

it will not fit in at least some other classes because the model does not represent

%"r •.all the physics. But suppose we allow adjustment of the closure model from class to
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class, that is, we adopt a zonal view. Now we have the potential to fit the model to

the physics class by class; we gain the possibility of using more appropriate informa-

tion on the physics for any given type of flow zone.

The central purpose of zonal modeling is precisely to enable us to incorporate

more physics into the total set of models while still keeping_ computation size within

the limits of available computers. If we could get enough physics into a universal

model, we would not need to go to tonal representation.
This point is so central to the entire discussion about the advantages/disadvan-

tages of zonal versus universal modeling, that I want to reiterate it in different

words. First, I have long been known as an advocate u.f understanding the flow struc-

ture nnd incorporating that understanding in our models. I have not changed that

position; I remain very firmly attached to the idea that flow structure is important

and should be incorporated in our models 4o the greatest degree possible. Second, we

now know that the flow structures controlling the dominating turbulent shear streAee

vary significantly from one structural flow zone to another. If our closure models

cannot incorporate sufficient physics for nI the various structural flow zones, then

we need to create simple models that incorporate more of the physics zone by zone.

The intent of zonal modeling, as I see it, is to incorporate more physical informa-

tion, not less. Given this remark, it is appropriate to ask, "What do we learn about

the probability of finding an adequately simple, universal model when we look at the

total results of this Conference?"

The overall picture which emerges as a result of the enforced considerable

further study of those Proceedings during editing suggests the answer, and this answer

forms my final comment. When one reads the comments of any one Reporter, and studies

the set of flows to which he refers, it seems that some difficulties occur, but they

tend to seem less than insuperable for a universal model. John Lumley's comments re-

ferred to above are a good example. When one reads the summaries by all the Reporters
and the discussions, and examines in datail the total output of the computations and

the remarks on that output by the Evaluation Committee, a quite different impression

emerges. That different impression focuses strongly the multitude of difficulties

standing in the way of achievement of any simple, single, universal closure model.

Hence this different impression very strongly reinforces the remarks in the OPINION to

which this Closure refers. Let us recapitulate some of these points.

Bushnell remarks on considerable difficulties in compressible cases. (Note par-

ticularly the comments on p. 814 regarding Fig. 23 on p. 836.) Models of separating

diffusers using standard shear-layer methods universally fail. The rate of growth of

the mixing layer as a function of Mach number seems still to be badly predicted by

existing models. Lumley in discussing homogeneous flows notes the failure of existing

models to predict all the various cases and remarks, "... again these methods have
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probably been optimized for a different type of strain"; and elsewhere, .. again it

is clear that ot least u full-Reynolds-strees model with rapid terms seems to be

necessary 6a.." And the two quotations refer to just homogeneous flows. Lumley also

remarks, ".,. it probably does not make much sense at the present time, from the prac-

tical point of view, to calibrate models intended for shear flows based on data from

howogeneous f lows. And yet this is a keystone of many current "universal" models.

* Marvin, Eaton, and Simpson, each discussing a different class of flows, all present

results illustrating the difficulty of modeling and the poor results obtained in read-

justing regions where the flow passes from one flow zone to another (see also remarks

"..bove in this Closure). Melnik in discussing the very important case of transonic

airfoils, on which he is particularly expert, remarks that no standard models of the

universal sort predicted these cases sufficiently accurately for engineering purposes,

but that some specially "tailored" integral methods that are in fact also simpler to

use in design work are quite successful- The Report of the Ad-Hoc Committee of Compu-

tors states simpler methods need to be given more legitimacy, and emphasizes that more

attention needs to be given to the range of validity of particular models (see partic-

Sularly item 18, p. 959). Wilcox and others report that what had been accurate models

* are significantly degraded when an attempt was made to broaden the domain of applicA-

bility. Jones reports that secondary flows of the second kind are not in general pre-

dicted well by the existing "universal" models. Eaton reports that the only model for

the backstep that obtains good results in mean-velocity profiles for the reattached

flows is specially "tailored" fox that flow situation.

Nor does the litany of the preceding paragraph exhaust the list of difficulties

and deficiencies of "universal" models. It does, however, seem sufficient to make the

point that study of the complete results of these Proceedings do not suggest much hope

for any simple, single universal closure model. The reader may well want to examine

this matter further for him or herself by study of this Volume and of the detailed

results provided in Volume 111, since tne question lies at the center of how to create

successful strategies for turbulence modeling.
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GENERAL DISCUSSION

S. Bogdonoff (Chairman) opened the Discussion by inviting comments on the 1valuation

Committee's Report and its recommendations.

P. Bradshaw: I wish to comment on the remark made by the Evaluation Committee that

"most of the turbuledt-flow models are performing roughly the same". It is

recognized that the simpler models, i.e., integral and mixing length, etc., have

been extensively refined over a period of many years. It appears, therefore,

that the Reynolds-stress methods, which have as yet not been subjected to the

same kind of development, probably retain more potential for further development

and refinement.

S. Bogdonoff: Can you suggest what is likely to be needed in this further development

of these models and what is the likely outcome?

P. Bradshaw: In the developrient of turbulent-flow models, use should be made of the

exact Reynolds-stress transport equation. Any turbulence model must be recogniz-

able as a simplification of these equations. More thought needs to be given,

also, to the "zonal modeling" concept.

E. Reshotka: Following the 1980 meeting the Organizing Committee requested that con-

putors distinguish between numerical errors and inaccuracies in flow models by

showing an independence of grid size in their codes by halving the grid size.

Would computor groups inform the Conference if they now have better checks to

separate the effects of errors in numerics and flow models on the accuracy of

their codes?

S. Bogdonoff: This has already been partly discussed at other sessions, but it is an

important matter deserving more discussion.

S. Birch: Professor Bogdonoff suggested that experimentalists faced problems with

initial conditions, boundary conditions and instrumentation errors that were

similar or analogous to the problems encountered by computors. It occurred to me

that experimentalists in general do a much better job in dealing with these prob-

lems than computors. For example, experimentalists have become very skilled in

designing experiments to minimize experimental problems while retaining the

essential physics of the phenomenon being studied.

P. Roache: A suitable test case for isolating and studying errors in the numerics is

that of the Bradehaw-Cautro curved shear layer (?low Case 0331). A flow-model

code could be tested using a body-fitting adaptive grid. He understood this

scheme was being attempted by Grosman (Imperial College). This flow is a good

choice since it appears to pose no serious problems in a coordinate system

aligned with the flow.

B. Launder: I agree with this Lcommendation.
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J. Aurphy: I disagrae. The problem of error separption is problem dependent. A code

that tests satisfactorily for one flow case cannot be used for another flow with-

out a separate check being made on errors.

1. Castro: I fully agree with Murphy. However, as pointed out b-- Humphrey (Session

XIV), certain specially designed laminar flows can be employed to investigate

errors which -ýill arise in related turbulent-flow calcula.ions.

P. Bradahaw: The Organizing Committee had earlier suggested the swirling laminar 'et

as a special test case for this purpose.

E. Rashotko: There were additional cases similar to that mentioned by Bradshaw, but

all had been rejected as test cases by the 1980 Conference on the grounds that

laminar flows cannot provide a strong eno'gh test of the numerics of turbulent

flows.* An alternative method is to use a systematic sensitivity analysis analo-

"gous to th. ured in experimental worV, as discuss-'d hy Moffat in the paper on

Uncertainty %nalysis at L,,e 1980 Conference.t

M. Morkovin: in a paper presented to the AIAA meeting at Snowmass (1980) Dwyer advo-

cated an inexpensive way of introducing numerical checks for the prediction of

complex turbulent flows.

J. Ferziger: In personal communications with Dwyer it has been established that

Dwyer's sensitivity analysis is not cheap; it would cost as much as a complete

calculation. Neverthless, the method is of value. In applications to turbulent

boundary-layer calculations, using a k-e model, it has been shown that the output

is very sensitive to the c-equation, especially in the wall region. The Organiz-

ing Committee should ask Dwyer for a brief summary of his work and include it -

with the Proceedings of this Conference.

N. Mansour: I agree with Ferziger's statement on Dwyer's method. It should be noted,

however, that Dwyer's methoc requires the solution of additional equations and

this is inconvenient.

S. Kline: The teaLs proposed by Dwyer were considered but were dcopped, because it

was not clear that they provided the correct basis for error assessment in all

cases. Would Tjonneland comme..t on the method used by Boeing for this purpose?

E. TJonneland: The Boeing method is a built-in method to change the grid size and

[ tEd.: The point is that numerical errors depend on the precise form of the solution
equations as used in the computer. The equations used in the computer solution
matrix for laminar flows are never the same as those for the "equivalent" turbulent
flows. A-y result obtained from the laminar equations is, therefore, essentially
irrelevant. This point was made by P. Saffman in the 1980 meetinj and accepted by
the Organizing Committee and the bulk of attendants at that meeting (see Vol. 1, p.
218 and pp. 599-603).

t See "Contributions to the Theory of Uncertainty Analysis for Single-Sample Experi-

ments" by R. J. Moffat, Vol. I, p. 40.
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i-.provu the accuracy as the calculation proceeds. It results in a calculation

having a desirad Cspecified) level of accurary. The method does not include a

sensitivity check.

S. Kline: Could you clarify what precisely you minimize?

E. Tjouneland: The boeing method is a check on the convergence rate. Further infor-

mation cAn be obtaiied from Forrester.

P. Roache: The sensitivity analysis .f numerical methods presents an active research

field for many mathematiciano. The current position is that such analysis is not

even simple for strongly parLaolic equations and one-dimensional flow problems.

The analysis is much more complex in muiti-dimensional systems. There are some

recent papers in the mathematical journals (S.I.A.M.) giving the present state-

of the-art.

S. Bogdoncff: I would like to change the direction of this discussion and proceed to

the question of three-dimensional mean flows. Why were these not considered at

the Confereuce, especially when we remember that turbulent flow structure is

three-dimensional and is flow dependent? Does the Conference believe that an

analysis of two-dimensional mean flows presents a good starting point for the

understanding of complex turbulent three-dimensional mean flows? Are there any

experiments, particularly in three-dimensional cumplex turbulent supersonic

flows, including boundary layers on surfaces at large angles of attack, which

show similar characteristics •o the two-dimensional flows examined at this Con-

ference?

P. Bradshaw: Even mildly three-dimer.sional boundary-layer flows show features not

found in two-dimensional flows. There is the experiment by van den Berg on a

swept wing which shows that he flow nueds to be described in terms of an aniso- L

tropic eddy viscosity. The reaults of the three-dimensional test cases will be

presented at the 1982 IUTAM meeting in Berlin.

S. Bogdonoff: It would appear essential that the turbulent-flow models being proposed

should be checked to ensure that they provide the correct trends in passing from

two-dimensional to three-dimensional flows.

M. Morkovin: What is the experience of the European community in working or, threc-

dimensional flows?

B. van den Berg: Most of the Zuropean work has been related to experiments on three-

dimensional boundary-layer flows- Little work on three-dimensional turbulent-

flow modelling has been attempted.

P. Klebanoff: I suggest that the computation of complex three-dimensional laminar

flows can shed some light on the related problem of three-dimensional turbulent

flow- An example is the effect of three-dimensional roughness elements in a

laminar layer.
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V. C. Patel: Work on these lines has been done in Japan.

M. Morkovin: Sedney at the Aberdeen Proving Ground, working on data provided by Tani,

failed to compute these kinds of flow, lie concluded that the standard boundary-

layer assumpticnu are not sufficient for three-dimensional flows.

D. Chapman: At the present time three-dimensional calculations are limited by Com--

puter storage. At present it is unpractical to conduct three-dimensional inter-

active calculations. In the future we can expect many more three-dimensional

calculations.

S. Bogdonoff: I was surprised how well Hurstman's calculations, using a fairly crude

grid, reproduced the main features of the flow studied by Settles.

D. Chapman: I was referring to more complicated three-dimensional flows, including

cases where there in a strong interaction between the external flow and the
boundary layer. It should be noted that early turbulence models also looked

good, but as more data became available we found these models performed poorly.

D. Wil3.ox: My earlier work in this field showed good output for three-dimensional

flows calculations, but it was shown later they were right for the wrong reasons.

W. Uah: We have shown that eddy-viscosity models do not give satisfactory results for

three-dimensional boundary layers.

B. Lakshminarayana: There are some three-dimensional codes but they need an input

from well-documented three-dimensional experiments such as those performed at

Imperial College. The experiments on rotation are a good data set.

B. van det Berg: In Europe there are some on-going experimento on three-dimensional

flows.

S. Kline: We now have some of the three-dimensional flow data on tape in the Data

Library. These flows will be considered in the IUVTM meeting in Berlin - 1982.

W. Reynolds: The 1968 Conference concluded that It was appropriate to use P.D.E.'s in

models for the prediction of the turbulent kinetic energy in turbulent flows. It

seems to me that the 1981 Conference has shown that the length scale can be

generated by a P.D.E. as well as can be guessed by an experienced mixin3-length

estimator. Therefore, in truly predictive situations, I would, henceforth, favor

length predictions over length estimates based on the past experience of the

estimator.

S. Bogdonoff: We have had a wide-ranging discussion in which we have highlighted a

number cZ impor-ant conclusions from the 198L meeting. In closing the meeting I

propose a vote of thanks to Professor Kline for the tremendous work he has put

into this meeting and its success is largely a reeult of his own dedicated e.-

forts. Certeinly a follow-up meeting is desirable, and we look forwarel to its

early announcement.
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* S. J. Kline

and

The Presen~tation Clock

(A gift of the Organizing Committee

1980-81. AFOSR-liTTM-Stanford Conference on Complex Turbulent Flows)
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EDITORS' CONCLUDING REMARKS

The 1980-81 AFOSR-14TTh-Stanford Conference on Complex Turbulent Flows has been a

cooperative learning experiance involving a major fraction of the research community.

The Editors have been privileged to play several roles in the Conference. These con-

cluding remarks by the Editors may be helpful in providing an overall summary of cer-

tain points, particularly those that have become clearer during the editing process.

The remarks are supplemontary to and do not replace the Report of the Evaluation Cow-

mittee, the Ad-Hoc Committee of Computors (p. 957), or the other summary elementu of

"the Conference. Readers interested in the ovL-rall evaluation of the Computations in

* 1981 should see these other elements. The Readers' Guide in this volume may be help-

ful in locating various elementi within these Proceedings which ace most useful for a

given purpose.

A. GOALS

"The Conference had three major goals as noted in the Introduction of Vol. I:

I. To reach consensus in the research community on trustworthy data sets

that can be used as input for modeling of turbulence in complex flows

and as the basis for standard "trials" for checking output of computa-

tione.

2. The creation of a "data library" on magnetic tape. This library will

hold the data selected as trustworthy in standard normalized form. The

data will be computer-readable and widely accessible at a moderate fee.

3. Comparison of the output of current methods of computation for turbu-

lent flows as applies to a set of "basic test cases" covering a broad

range of flows.

It is believed that the work of the Conference has essentially L~et all three

goals.

The 1980 meeting on data has identified approximately seventy cases that are

useful for input to models and for checking output of computations. These cases have

been put into standard form including detailed specifications of tust cases for check-

ing output and are presented in detail in Vol. I. These cases have also been entered

"onto magnetic tape in standard machine-readable form. In addition to the role played

in the present Conference, these carefully chocked data should also be useful in pro-

viding inputs to future specific models for related classes of flows (see comment C

*" ,low). Either the volumes or the tape can be ordered from:

Complex Turbulent Flows
-Department of Mechanical Engineering

* ,, Stanford University, CA, USA 94305

"1022

.,.,
. . .

?2: i :i :::i::i~~i .. . . . . . . . . .. .~i .! :



fl,j, %1.9= j °:%t - .. .. .= s. , . . *., * .** .. * * .~.• . . . . ., . ... , 1 .. , . .•

The outputs from some 35 Computor Groups have been compared with the standard test

cases and discussed in the 1981 Meeting. Tue full results of these outputs are com-

piled in Vol. III together with short summaries of the experiences of individual Com-

putor Groups.

B, OTHER ELEMEWTS-TAXONOMIES, DATA NEEDS

A number of other elements have also been prepared and pres. nted ii these Pro-

ceedings in order to provide, in so far as possible, a complete picture of the state

of the art in 1980-81 in an understandable, organized format. The complete listing,

including certain transitional and explanatory elements prepared by the Editors can be

seen in the Table of Contents of the three volumes of these Proceedings. Particularly

noteworthy are two set3 of comments:

(1) the taxonomies of turbulence models and of numerical methods, and the

summary of methods given in Sessions I and II of this Volume. These

materials provide for the first time a relatively clear view of what

is available and how future methods may fit into the existinp frame-

works. New students of turbulence may find these materials partict'-
larly valuable;

(ii) the position papers, the discussions, and the reports f com ad-hoc

committees in Vol. I conatitute a far more complete discussion of the

data needs, the instrument limitations, and the methods for the con-

trol of experiments in complex turbulent flows than have previously

been available. These comments should provide significant informa-

tion for experimentalists concerned with the creation of daLa for use

in creating models or checking output for complex turbulent flows.

A point concerning data needs that was discussed in the 1980 meeting, but has

become much more strongly emphasized by the experiences of the Computor Groups re-

ported at the 1981 meeting and in Vol. III is the following. In many flow situations,

particularly where boundary layers approach or reach detachment, the results of compu-

tations are strongly dependent on initial conditions including not only the mean flow

but also the time-averaged fluctuating quantities (e.g., Reynolds stresses and
LAS-, entrainment rates) together with their gradients over the entire inlet section. More

data, specifically varying such quantities over the inlet section, and more careful

measurements of fluctuations at upstream boundaries are definitely needed in all caaes

-. intended for construction of models or checking output.

C. DOES A UNIVERSAL CLOSURE MODEL EXIST? - THE BASES OF ASSESSMENT

In the Introduction to the Conference (see Vol. 1), S. J. Kline pointed to the

question of whether a universal, single, simple turbulence closure model does in fact

exist, and not:_d chat this is a central question in directing research efforts. The
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work of the Conference has greatly clarified this question, and has thereby made

clearer the appropriate direction for future researches in computation of complex

turbulent flows. Considerable comment on this question appears in the discussion to

Sessin IV of the 1981 meeting, and an extensive separate document entitled "Universal

VI.', or Zonal Modeling--The Road Ahead, a Personal OPINION" by S. J. Kline with comments

from attendants and a Closure appears in the general conclusions in this Volume (see

M Session XV).

As stated in that OPINION and its closure, given currently avaijable results, the

. likelihood of finding a single, simple universal closure model is extremely small.

The OPINION strongly suggests that successful computation of complex turbulent flows

will need to follow zonal methods when even moderate accuracy is mandatory. One

further comment on this point is nut obvious on the surface, but emerges from studying

the complete results including comments by all the Reporters, the session discussions,

the Evaluation Committee Report and the complete results in Vol. III. If one looks at

any given group of flows, some difficulties for creating a universal closure modal are

apparent, but they may not seem insuperable. However, when one looks at the entire
i.'--'ranga of cases -.ontained in this volume, and one also recalls that these cages contain

Vo'.- no VERY complex flows, a different, stronger picture emerges. The true difficulties

of finding a single, simple, universal turbulence closure model become more apparent,

and the likelihood of finding such a model is seen to be extremely small.

The preceding paragraph is not in any way intended to deny the important utility

of computation in complex turbulent flows. Computation has become an important "third

force" in turbulent flows, and will, no doubt, remain in this role. Moreover, as

L'' explained in the OPINION in Session XV, by clarifying the road along w.Lich successes

have been achieved and seem most likely to be achieved in the future (that is, via

appropriate zonal modeling tailored to classes of flows), we can expect that more
"rapid, sound progress can be realized than by attempting to achieve the very unlikely

(or perhaps impossible) goal of a single, simple, universal closure model.

This concluslon indicates that a systematic, broad comparison of results has been

. imperative as a basis for forming a sound opinion about the current state of the art

and appropriate paths for future research in complex turbulent flows. The study of a

few cases does NOT suffice. The same result was true in 1968. Only after systematic

study of a broad range of cases in 1968, 1969, and 1972 did a clear, proper picture of

the state of the art in computation of shear layers emerge; prior to that time the

common wisdom was in significant error.

D. NEXT PROBLEMS-FUTURE MEETING(S)

The 1980-81 Conference has clarified the state of the art in the D'ata and in

Computations of Corplex Turbulent Flows. In so doing, it has focused more clearly
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some reamaining questions for the next phase of research. The two central questions

for the immediate future appear to be:

1. Given that zonal methods, tailored to certain classes of flows, are the

road along which uccurate engineering predictions (or .iistdctions) can

be constructed, what methods are beet suited to particular clanses of

flows and industrial applications?

"2. How can the possible errors arising from numerical procedures be

clearly separated from errors owing to turbulence models, and what

procedures, if any, can be built into codes to guarantee a prescribed

level of numerical accuracy?

These two questions will be major topics of a follow-on meeting tentatively scheduled

for 1984 in Southampton, England. Reader's interested in this meeting can obtain

information from:

Professor G. M. Lilley
Department of Aeronautics and Astronautics
University of Southampton
Southampton, S09 5NH England

E. COMPARISON OF 1968 AND 1981 EXtPERIENCES--IMPLICATIONS FOR INDUSTRIAL USERS

The experiences with computations and Computor Groups in the 1980-81 Conference

* has been decidedly different than that in the 1968 AVOSR-IFP-Stanford Conference on

Computation of Turbulent Boundary Layers. These differences have implications of

importance to potential industrial users.

In the 1968 Conference some 28 methods by 26 Computor Groups were identified.

All 28 methods were represented. All Computor Groups did all 16 mandatory cases; many

"Aid the 16 optional cases as well. In 1968 no Computor Group dropped out (one indi-

vidual who had a temporary, serious medical problem had his method programmed and

"presented by the Organizing Committee In the 1968 Proceedings). Nor did any known

' Computor Group decline to submit resulta to the 1968 meeting. Thus the 1968 results=.4 "

"are complete in coverage of the field. These results indicated a basic success in

computation of incompressible turbulent boundary layers.

The situation in the 1981 meeting was quite different. Some 55 Computer Groups
indicated they would submit computations. Only 35 ultimately did submit results.

Over the nine months available, no Computor Group did all or nearly all the cases

presented (even where several Groups worked together co-operatively). Moreover, for

many Computor Groups there was significant reduction in the number of cases covered

between the initial estimates and the final computations presented. Ultimately, less

than two-thirds of the cases promised were submitted. The results presented in 1981

"include very few attempts to do any of the four predictive cases (in which experi-

mental Jata were taken concurrently under the auspices of the Organizing Committee and
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were therefore not known beforehand by the Computors). This occurred even though

written requests by the Organizing Committee asked that these cases be done whenever

possible. Finally, several well-known Computor Groups declined to submit any output

to the 1980-81 Conference on the grounds that the situation was too complex, particu-

larly for ellipti': finldA, and therefore that nothing would be learned. These con-

plexities were summarized by H. McDonald in a presentation at the 1980 meeting which

appears in Vol. I.

These differences bettieen the 1968 and 1981 meetings have implications that are

important to pocential users of computations of complex turbulent flows. The computa-

tion of individual ahear layers (as in 1968 and two subsequent meetings coordinated by

NASA in 1969 and 1972) is not extraordinarily difficult and does not consume extremely

large amounts of computer time. For many situations existing methods are quite ade-

quate for computation of shear-layer cases to adequate engineering accuracy. The

computation of complete Complex Turbulent Flow Fields presents a quite different pic-

ture. Despite certain recent, very optimistic, published accounts, computations of

complete complex turbulent flow fields remains a difficult problem in 1982. The dif-

ficulties are well attested by several facts: (i) the very significant differences

between intended and actual computations presented to the Conference, (ii) the lack of

any single method that seems adequate for the full range of cases presented for study

by the 1980 meeting; (iii) the lack of any VERY complex turbulent flow that 'a l:e-

quately documented by data-although many such flows are important in industrial

applications; (iv) the disappointing failure of increased complexity of turbulence

modeling to provide increased accuracy of output in results;* (v) the seemingly

general failure of existing methods to extrapolate over a wide variety of flow cases

and thus to assure adequate predictive capacity. For further details, the reader

should see the Report of the Evaluation Committee and the OPINION on Zonal Modeling in

Session XV of this Volume.

These facts, taken together suggest some caution on the part of potential indus-

trial users. The computation of complex turbulent flows has advanced enormously in -

the past decade and a half, but it is not yet a mature art. The range of flows that

can be usefully attacked has increased enormously in the past decade, and some method

that is reasonably accurate can be found for most, if not all, complex turbulent flow

fields. However, certifiable methods for very complex flow fields, as for example

behind ship hulls with propellers or the motions in the vicinity of buildings in a

city, do not yet exist. Nor is any one method usable for all the flows that can be

attacked for the reasons summarized in C above. Users will therefore need to exercise

*An excellent discussion of some underlying reasons for this failure and the uses of

various levels of approximation is given by J. Cousteix, p. 650 (herein).
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some caution in the selection of methods, and should recognize that the task of com-

putation of complete complex turbulent flow fields is neither inexpensive nor fast in

1982, and will probably vemain in this condition for some years despite the fact chat

the field is still developing rapidly and will ver- probably continue to do so.

F. COMPUTATION AN XPRRIMENT

Nothing presented at the 1980 or the 1981 meeting of this Conference suggests

that the era of needful experimental study of the flow physics of turbulent flows is

pasta In fact, the contrary conclusion seems fully justified. Successful methods of

computation of e.omplex turbulent flows invariably still build in some data and thereby

adjust the values of some parameters (or functions) to provide accurate output for a

given class of flows. The need for zonal modeling re-emphasizes the need to provide
further physical information concerning some important "structural flow zones" as for

example, detaching zones, reattaching zones, recirculating zones in separated flows,
and three-dimensional shock/boundary-layer interactions to mention only a few. More
details can be found in the discussions of Vol. I. A number of reporters, as for

example John Lumley, specifically call for further study of the physics as needful

input to improved models of turbulence. Other researchers, as for example Gary

Settles (see p. 1005), cote that the number of experiments currently under way seems

low compared to the amount of effort being placed on computational methods in turbu-

lent flow. These are both opinions the Editors share. Since we are trying to repre-
sent by statiitical averages motions that are inherently and often grossly unsteady,

it is usually quite difficult to build physical information from observations into the
working mathematical models. Moreover, most existing data were not taken with the

idea of building computer models in mind. Hence we expect the needs for data and for
improved incorporation of data into mathematical ,,odels to remain an issue requiring

continuing attention for some time. The comments in the discussions of Vol. I of

these Proceedings provide considerable informatiLon for Researchers on the type of data

needed and the necessary precautions and cross-checks required to insure date that are

useful as input for modeling and for checking the output of computations in turbulent

flows, as noted in item B above.

G. ORGANIZATIONAL PRODEDURES

The nature of the 1980-81 AFOSR-HTTM-Stanford meeting on Complex Turbulent Flows

was of a distinctly different character than typical scientific meetings and hence

required devising and utilizing several new organizational procedureE for selecting

data, for summarizing results and for closing discussions in useful form. These pro-

cedures may be useful for some other meetings and are accordingly described in the

Introduction to Vol. I.
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H.. FURTHER USE OF THE PiOClEEDINGS

The Editors bWieve that the preceding remarks are appropriate as a supplement to

the Conclusions in this Volume. Given the complexity and extent of the field at this

time, it is not to be expected that these remarks exhaust all possibilities. It is

rather to be expected that further conclusions will be realized as many workers have

time to study the materials of these Proceedings.

Stanford, CA S. J. Kline
July 1982 B. J. Cantwell

G. M. Lilley

.41
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. - - Eric W. Adams

___ Dept. of Mech. Eagrg.
Stanford University

* ~Stanford, CA 94305

Bahram Afshari
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

Gary Allen mA
Dept. of Aero/Astro L

Stanford University
Stanford, CA 94305

J. Andreopoulos
Universitat Karlsruhe
Kaiserstrasse 12
D75 Karlsruhe 1, W. Germany

M4. Arnl
-2, Avenie Edouard Belin

-. 'Complex Aerospatiale
B.P. 4025
31005 Toulouse, France

Harry Bailey
NASA-Ames Research Cntr.
Mail Stop 202A-1

Moffett Field, CA 94035

W. Balihaus ......

=- NASA-Ames Research Cntr

Mail Stop 202-14
Moffett Field, CA 94035

_i Thomas F. Balsa
Dept. of Aerospace Engineering
Pennsylvania State University
University Park, PA 16802

Jorge Bardina
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

Juan G. Bardina
Technomex Inc.

=dw.

Mountain View, CA 94040

*Indexes o Computor Coordinators, Computor Group Numbers, and the full list of Comnu-

tors are given in Volume I11.
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Muriel Y. Bergman
NASA-Ames Research Cntr.
Mail Stop 229-1
Moffett Field, CA 94s035
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.cole Centrale de Lyon
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B.P. No. 163
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"Stanley F. Birch
Org.L-7150,Mail Stop 41-52
Boeing Military Airplane Co.
P.O. Box 3999
Seattle, WA 98124
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510 Clyde Avenue
Mt. View, CA 94043
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Dept. of Aerospace Engineering
University of Southern California
Los Angeles, CA 90007
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Princeton University
Princeton, NJ 08544
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CEAT
Rue de l'Aerodrome
Universite de Poitiers
Foiters, France
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Aeronautics Department
Imperial College
Prince Consort Road
London, SW7 2BY, England

L.W.B. Browne
Dept. of Mech. Engrg.
University of Newcastle
N.S.W. 2308, Australia

Dennis Bushnell
"NASA-Langley Rsch Center
Mail Stop 163
Hampton, VA 23665
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Aero/A~stro Department
Stanford University
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Aero/Astro Department
Stanford University
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U.S. Army Aeromechanics Lab
NASA-Ames Research Cntr
Mail Stop 215-1
Moffett Field, CA 94035

Steve Caruso
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

Ian P. Castro
Dept. of Mech. Engrg.
University of Surrey
Guildford, Surrey
GU2 5X11, England
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Dept. Aero/Mech. Sci.
Princeton University
Princeton, NJ 08540

A.J. Chambers
Mech. Engrg. Dept.
University of Newcastle
Newcastle NSW 2308, Augtralia

Dean R. Chapman
Aero/A&tro Department

Stanford University
Stanford, CA 94305 '

Patrick Chassaing
Institut de MWcanique des Fluides
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31071 Toulouse France
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Denny ChaUS see
NASA-Ames Research Cntr
Mail Stop 202A-14

=-___ Moffett Field, CA 94035

A R. Chevray
Dept. of Mechanics
State University of New York
Stony Brook, NY 11790

M. Childs
Dept. of Mech. Engrg.

F ;University of Washington
Seattle, WA 98105

Robert Childs
Dept. of Mech. Engrg.•.,• tanford University

Stanford, CA 94305

S W.L. Chow
Dept. of Mech. Engrg
University of Illinois
Urbana, IL 61801

Thomas J. CoakleyNASA-Ames Research Cntr
Mail Stop 229-1

Moffett 'Field, CA 94035

GALCIT •
321 Guggeuhsim Laboratory

Cal Tech
Pasadena, CA 91125

J. Cousteix
CERT/DERAT7; •~~, Avenue Edouard Belin '

"'" • Complex Aerospatiale,

B. P. 4025
31055 Toulouse, France

"A. M. Cunningham
General Dynamric
Fort Worth Division

P. O. Box 748
Fort Worth, TX 76101

Andrew D. Cutler
Dept. of Mech. Engrg.

• •Stanford University
Stanford, CA 94305
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G.S. Deiwert
NASA-Ames Research Cntr
Mail Stop 202A-1
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Dnvid Driver
NNASA-Ames Research Cntr
Mail Stop 229-1

Moffett Field, CA 94035
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NAoA-fet Research CA 90

J.P. Dussauge
Universite d'Aix-Marseille 9
Institut de Mecanique Statistfque

de la Turbulence
12, Avenue Cerneral Leclerc
13003 Marseille, France

F.A. Dvorak
Analytical Methods, Inc.

P. 0. Box 3786
Bellevue., WA 98009

John K. Eaton
Dept. of Mech. Engrg.
Stanf~ord U~niversity
Stanford, Ca 94305

Pam Eibeck
- Dept. of Mech. Engrg.

Stanford University
Stanford, CA 94305

-H.W. Emmons

Room 308, Pierce %ll
Harvard University•. -•Cambridge, MI 02138

0 W. Feiereisen
Brown, Boveri & Cie/Dept. 2XE
CH-5401, Baden, Switzerland

H.H-. Ferrnholz
Technische Universitat
D-!000 Berlin 12,
qest Germany ,
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Dept. of Mech. Engrg.
Stanford University
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Wright-Patterson AFB
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Dept. of Mech. Engrg.
Stanford University
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University of Washington
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Imperial College
London SW7 2BX, England

•i• ~~Isaac Greber -N- .
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Case Western Reserve bnly. ,
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C. H.h
Genev'al Electric

Reset rch and Development Zntr.

Schenectady, NY 125J5

AA KT. Han .n[Fluid Dynamics Division

Science Applications Inc.
1200 Prosnect .

La Jolla, CA 92038

Masinski Fakultet
Omladinsko Setaliste 4
71000 Sarajevo, Yugoslavia
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B. Heaselink
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11. Higuchi
Dept. Aerospace tnrigr.
107 Ackermann Hall
110 Union Street S.E.
University of Minnesota
Minneapolis, %,N 55455

Philip G. Hill
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Univ. of B~ritish Columbia
Vancouver, B.C. V6T IWS
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Science Univ. of Tokyo
Kagurazaka, Sinju-ku _

Tokyo, 162, Japan
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NASA-Am~es Research Cntr
Hail Stop 227-8
Moffett Field, CA 94035

"Wayne Johnson
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Va. Polytechnic Institute

°--"___ Blacksburg, VA 24061

Peter N. Joubert
Dept. of Mech. Engrg.
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"University of Tokyo
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Hail Stop 202-14

Moffett Field, CA 94035

Jurgen Kux
Institut fur Schiffbau der

Universitat Hamburg
Lammersieth 90
2000 Hamburg 60

.1.

1037

4....

-. ."



B. Lakshminarayana
Dept. of Aerospace Engrg.
Pennsylvania State Univ.
233 Hammond Bldg.
University Park, PA 16802

Brian ',. Launder
UMIST
Mech. Engrg. Dept.

__ Sackville St., P.0.Box 88
Manchester M60 IQD, England

J.C. Le Balleur
Aerodynamics Dept.

____ ONERA
29 Avenue de la Division Leclerc
92320 Chttillon-sous-Bagneux
France

Mario Tee
Dept. of Mech. Engrg.

-~ Stanford University

Stanford, CA 94305

Moon J. Lee
Dept. of Mech. Fngrg.
Stanford University
Stanford, CA 94305

Hartmut H. Legner
Physical Sciences Inc.
30 Commerce Way
"Woburn, MA 01801

S...Anthony Leonard

NASA-Ames Research Cntr
Mail Stop 202A-I
Moffett Field, CA 94035 7 V 7

M. Leschzintr
UTMIST, Mech. Engrg. Dept.
Sackville St., P.O.Box 88
Manchester M60 lQD, England

"Paul A. Libby
Dept. of AMES B-010

. U. C. San Diego
La Jolla, CA 92093

"4 •Lysbeth Lieber
93-355/503-4X
Garrett Turbine Engine Co.

* P. 0. Box 5217
"= . Phoenix, AZ 85010

1038

.':':'.

. . . . . . . . . . . . .'J :!:!i~i!: i:.. . . . . . . . . . . . . .- . . .. -. . . . . . . . . . . . .!i-i.:i:i i~ i :!i

'•' " •:'""i"'• :" :l"'"""i : "(:"=":i " :i=" "' i" '"n " '" " n' .n" . n .*.



G.M. Lilley
Dept. of Aero/Astro.
University of Southampton
Southampton, $09 5NH England

Harvard Lomaxc
NASA-Ames Research Cntr.
Hail Stop 202-Al
Moffett Field, CA 94035

Pat Lowery
Dept. of Hech. Engrg.
Stanford University
Stanford, CA 94305

Marvin Lubert
Knolls Atomic Power Lab
General Electric Co.le
Box 1072
Schenectady, NY 12301

John L. Lumley
Sibley School of Mach/

Aero Engrg.
238 Upson Hall
Cornell University

'.j Ithaca, NY 14853

R.E. Luxton
Dept. of Mech. Engrg.
University of Adelaide
GPO Box 498, Adelaide
S. Australia 5001, Australia ___

N. N. Mansour
NASA-Ames Research center
Mail Stop 202-A
Moffett Firld, CA 94035

Joseph C. Marvin
NASA-Ames Research Cntr

-!4 Mail Stop 229-1
S. Moffett Field, CA 94035

W.J. McCroskey
NASA-Ames Research Cntr

__ Mail Stop 215-1
Moffett Field, CA 94035

___ H. McDonald

Scientific Research Assoc. Inc.
P. 0. Box 498
Glastonbury, CT 06033

1039



Oden McMillan
Nielson Eng. & Rach. Inc.

510 Clyde AvenueMt. View, CA 94043

Unmeel Mehta
NASA-Ames Research Cntr
Mail Stop 202A-1

Moffett Field, CA 94035

Eckart Meiburg
Dept. of Civil Engrg.
Stanford University
Stanford, CA 94305

R.E. Melnik
Research Dept.
MI SA-O8-35
Grumman Aerospace Corp.
Bethpage, W. 11714

_Ha Minh Hteu
Institute M•canique des Fluides
2 rue Carmichel31071 Toulouse France

R.J. Moffat
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

Parviz Moin
NASA-Ames Research Center
Mail Stop 202-A
Moffett Field, CA 94305

John and Joan G. Moore
Dept. of Mech. Engrg.
VA Polytech Inst. & Univ.
Blacksburg, VA 24061

Thomas Morel
Science & Tech Labs
International Harvester
16 W 260- 83rd Street
Hinsdale, IL 60521

Mark Morkovin •V09
1104 Linden Avenue

Oak Park, IL 60302

1040

..-.

2.. . .



",11

Bob Moser
Dept. of Mech. Engrg.
Stanford University

__ Stanford, CA 94305

Hal L. Moses
Dept. of Mech. Engrg.
"VA Polytechnic Inst.
Blacksburg, VA 24061

Udo Mueller
NASA-Ames Research Center
Mail Stop 229-1O
Moffett Field, CA 94035

John Murphy
NASA-Ames Research Cntr
Mail Stop 227-8
Moffett Field, CA 94035

Tetsuo Nagamatsu
Mitsubishi Heavy Ind.,Ltd.
Nagasaki Technical Institute
1-1 Akunoura-Machi
Nagasaki, Japan

Yasutaka Nagano
Dept. of Mech. Engrg.
Nagoya Institute of Technology
Gokiso-cho, Showa-ku

- ,,=Nagoya, Japan

H.M. Nagib
= •Mechanical & Aerospace Dept.

Illinois Institute of Technolcgy
Chicago, IL 60616

"Barry G. New'nan
- -C.. Dept. of Mech. Engrg.

McGill University
817 Sherbrooke St. West
Montreal, F.Q. H3A 2K6
Canada

David Nixon
Nielsen Engineering & Research Inc.
"510 Clyde Avenue
Mt. View, CA 94043

_ j0

:'". 1041

%'4



A.Y Odabasi
British Ship Research Assoc.
Wallsend Research Station L
Wallsend, Tyne and Wear
. t28 6UY, England

4. Crtel
Universitat Karlsruhe
Kaiserstrasse 12
D75 Karlsruhe 1, W. Germany

Lawrence Olson
NASA-Ames Research Cntr
Mail Stop 247-1
Moffett Field, CA 94035

P. Orlandi

Scuola D'Ingegneria Aerosp.
Dell'Universita di Roma
Via Eudossiana, 16
Rome 00184, Italy

Al Ortega
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

Dale Ota
Department of Aero/Astro
Stanford University
Stanford, CA 94305

F.K. Owen
Complere Inc.
P. 0. Box 1697
Palo Alto, CA 94302

Pradip Parikh
Jet Propulsion Lab
Mail Stop 67-201
4800 Oak Grove Drive
Pasadena, CA 91001

V.C. Patel
Iowa Inst. of Hydraulic Res.
Univesity of Iowa
Towa City, Iowa 52240

1042



David Peake
NASA-Aeas Research Cntr
Mail Stop 227-8
Moffett Field, CA 94035

.... VtoA.r. Perry305
Dept. of Mech. Engrg.
Un..versity of Melbourne

__ Australia

Victor Peterson
NASA-Ames Research Cntr
Mail Stop 229-3
Moffett Field, CA 94035

Horst Pfeil :.
Technische Universitat

D-1000 Berlin 12
W. Germany

Felix J. Pierce jEA

Dept. of Mech. Engrg.
_VA Polytechnic Institute

Blacksburg, VA 24061

______ R.H. Pletcher ./'
Dept. of Mec Eng-rg.
Iowa State university
Ames, Iowa 50011

A. Pollard
Dept. of Mech. Engrg.
Queen's University A
Kingston, Ontario, K7L 3N6
Canada

Steve W. Pronchick
Dept. of Mech. Engrg.
Stanford University
Stanford, Ca 94305

T.H. Pulliam

NASA-Ames Research Cntr
Mail Stop 202A-1Moffett Field, CA 94035

John V. Rakich
NASA-Ames Research Cntr.
Mail Stop 229-1
Moffett Field, CA 94035

1043

T..`Ti•;• 2i.Ti.222.i.i .. •TTL ?T.ii?-:i•T.....................................L?.:Ti;.TT;2.i•...i.: i?;T.T:T.Ti`..•2.iT.:i:.



Walter Reinhardt
NASA-Ames Research Cntr
Mail Stop 202A-14
Moffett Field, CA 94035

John Reis
Department of Mech. Engrg.
Stanford University
Stanford, CA 94305

Eli Reshotko
Dept. of Mech/Aero Engrg.
Case Western Reserve Univ.
University Circle
"Cleveland, 014 44106

W.C. Reynolds
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

C.M. Rhie
Dept. of Mech. Engrg.
University of Illinois
Urbana, IL 61801

P.J. Roache
4925 Kathryn Circle S.E
Albuquerque, NM 87108

Leonard Roberts
Aero/Astro Dept.
Stanford University
Stanford, CA 94305

Wolfgang Rodi
SFB 80
Universitat Karlsruhe
Kaiserstrasse 12
D-75 Karlsruhe 1, W. Germany

Robert Rogallo
NASA-Ames Research Cntr

L -Mail Stop 202A-14
% Moffett Field, CA 94035

Anatol Roshko4
Guggenheim Lab 105-50 4

Cal Tech
Pasadena, CA 91125

1044

4



Morris W. Rubesin
NASA-Ames Reserch Cntr

-~~ Hail Stop 202A-~1
- • Moffett Field, CA 94035

A. Hark Savill
Fluid Dynamics Section
Department of Physics
University of Cambridge
Madingly Road
Cambridge, CB3 O0E, England

Georg Scheuerer
University of Karlsruhe
Kaiserstrasse 11
D-75 Karlsruhe 1, W. Germany

Lee Seegmiller
NASA-Ames Research Cntr
Mail Stop 229-1

Moffett Field, CA 94035

H.C. Seetharam
Boeing Military Airplane Co.
P.O. Box 3999, M.S. 3N-43
Seattle, WA 98124

Gary S. Settles
Gas Dynamics Laboratory
Forrestal Campus
Princeton University
Princeton, NJ 08544

"---Terry Simon
__. , University of Minnesota

125 Mech. Engineering
il Church Street, S.E.

__ Minneapulis, KN 55455

¼ John Simonich
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

Roger L. Simpson
Dept. Civil & Mech. Engrg.
Southern Methodist Univ. •
Dallas, TX 75275

•.o04

::!..1045

.[ .

S.'. ... ,..., ... '- . '"".'. '- "" ' ' .- ... \ - . '''''''' ,. ., ' '-\ . .: .. ' . . -. . " V - ',• ,. .•_ - - ' ' . ' . - ' .-
4.-" • - . , - ' _ ' - _ - ' _ _:_ -" • - - -" , • ' ' J - - " '' - • •• '• ' .. . ' " . . • '- .



P.D. Smith

R.A.E. Bldg. 42
Bedford, Clapham MK41 6AE
England

Dept. of Aero/Mech. Engrg.
Princeton University
Princeton, NJ 08544

Peter M. Sockol
NASA-~Lewis Research Cntr
Mail Stop 5-9
Cleveland, OH 44135

Gino SovranN
Fluid Dynamics Dept.
General Motors Tech Center

__ 12 MiUle and Mound Roads
U Warren, MI 48090

Joseph Steger
Aero/Astro Dept.
Stanford UniversityL
Stanford, CA 94305

Tony Strawa
__ - Aero/Astro Dept.

J- Stanford University
__ Stanford, CA 94305

EE44-Roger C. Strawin
4- Dept. of Mech. Engrg

Stanford University
Stanford, CA 94305

Robert L. Street
Dept. of Civil Enmgrg.
Stanford University
Stanford, C;A 94305

Ram Subbarao
Aero/Astro Dept.
Stanford University
Stanford, CA 94305

1046

.7,



"Roger D. Sullivan
Aero Res. Ass,,c. of

Princeton, Inc.
P.O. Box 2229
Princeton, NJ 08540

r n-,.Y. Tassa
Lockheed Georgia Co.
fDept. 72-74, 7one 404
Building L-9
86 South Cobb Drive
Marietta, GA 30063

.,j E. Tjonneland
" " i Boeing Military Airplane Co.

Organization L-7150
Mail Stop 41-52
P. 0. Box 3707
Seattle, WA 98124

Murray Tobak
NASA-Ames Research CenterS~~Mail Stop N-234-1 '
Moffett Field, CA 94035

B. van den Berg
National Aerospace Lab
Anthony Fokkerweg 2
Amsterdam, 1017, Netherlands

D.F. van der Merwe
44 Canyon Avenue
Berario
Johannesburg, South Africa

____ Dany D. Vandromme
__q NASA-Ames Research Cntr

___ Mail stop 202A-'1
Moffett Field, CA 94035

Juhn Viegas
NASA-Ames Research Cntr
Mail Stop 229-1

Moffett Field, CA 94035

Alan Wadcock .
Aero/Astro Dept.

*: Stanford University

Stanford, CA 94035

1047

',.°- - a. .-.. ,...... ... .. o. "- ".. -' ' - " --a...-_ -. ... _.''- i +-' - . . °.' _: -. _: ' - •- . .. __ _ -_ - . . .: i_ " " " ' • _ _ -'_ " - • •-



Russ Westphalt

Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94105

__David Whitfield

=Dept. of Aarospaca Engrg
Mississippi State Univ.
Drawer "A"
Mississippi State, MS 39762

D.C. Wilcox
DCW Industries
4367 Troost Avenue .:.
Studio City, CA 91604 L

James Wilson
AFOSR/NA "

: j Building 410 -

M. Wolfahtein
Aero Engrg. Dept.
Israel Inst. of Technology
Technion City, Haifa, Israel

Cheng Teh Wu
Dept. of Mech. Engrg.
Stanford University
Stanford, CA 94305

Eisho Yamazato
Dept. of Mech. Engrg.
UniverAity of Ryukyus• • ~ Tonokure-cho, Naha •:

Okinawa, Japan

Shinichiro Yanase
School of Eftgineering
Okayama University
Okayama 700. Japan

"K.T. Yen AN&
Dept. of the Navy
Naval Air Development Cntr
Warminoter, PA 18974

Paul Youasefmir
Dept. of Mech. Engrg
Stanford University
Stanford, CA '4305

1048

%.

- . '. ." .'. '. '. '. - . '• '• .". -• -' . " ." .' .•' .. ,. " .. " ,.• -. - " - .. " -. ,. ." . '. " .. - ... . ' . ." .. ,.. . ' . . .• .- ' .. . .' ' ' " . . - . . -. .


